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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 
The early detection of respiratory diseases is crucial for timely intervention and improved patient outcomes. 
Traditional diagnostic methods, such as physical examinations and imaging, can be expensive, time-consuming, 
and often require significant infrastructure. As a result, there is an increasing demand for non-invasive, cost-
effective solutions for diagnosing respiratory conditions. This study introduces a novel deep learning framework 
for the detection of respiratory diseases using acoustic signals, specifically focusing on coughs, wheezing, and 
breathing sounds. The proposed method utilizes a hybrid Convolutional Neural Network (CNN) and Long Short-
Term Memory (LSTM) network architecture to analyze and classify respiratory sounds. The CNN extracts spatial 
features from spectrograms of the acoustic signals, while the LSTM models the temporal dynamics of the sound, 
enabling the system to capture both short-term and long-term dependencies inherent in the data. This hybrid 
approach is designed to efficiently handle the complex nature of respiratory sounds, which often exhibit subtle 
temporal and spectral patterns linked to different diseases, such as Asthma, Chronic Obstructive Pulmonary 
Disease (COPD), Pneumonia, and COVID-19. The model is trained on a comprehensive dataset containing labeled 
recordings of respiratory sounds from healthy individuals and patients with various respiratory diseases. Various 
evaluation metrics, including accuracy, recall, precision, and F1-score, are used to assess the performance of the 
model. Results show that the hybrid CNN-LSTM model significantly outperforms individual CNN and LSTM 
models, achieving superior classification performance and robustness in real-world conditions. This study 
highlights the potential of deep learning-based respiratory sound analysis as a powerful tool for early disease 
detection and remote health monitoring. By integrating this system into mobile applications or telemedicine 
platforms, it can provide healthcare professionals with a rapid, non-invasive method for diagnosing respiratory 
diseases, facilitating better patient management, and improving public health outcomes. Future work will focus on 
expanding the dataset, incorporating multimodal data, and refining the model to enhance its generalization across 
diverse populations and disease variations. 
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I. INTRODUCTION 

Respiratory diseases represent a significant global health 
burden, contributing to millions of deaths annually and 
affecting individuals of all age groups. Conditions such as 
Chronic Obstructive Pulmonary Disease (COPD), asthma, 
pneumonia, and more recently, COVID-19, can result in 
severe complications if not diagnosed and managed 
promptly. Early detection and accurate diagnosis of these 
diseases are crucial for effective treatment and 
management. However, traditional diagnostic methods 
such as chest X-rays, CT scans, blood tests, and physical 
examinations are not only time-consuming and costly but 
also require significant healthcare infrastructure. Moreover, 
these methods may not be accessible in remote or resource-

limited settings, highlighting the need for novel, non-
invasive, and cost-effective alternatives. 
 
Acoustic signals, such as coughs, wheezes, and breathing 
sounds, are rich sources of diagnostic information and can 
provide early indicators of respiratory distress. These 
sounds are produced by the movement of air through the 
respiratory tract and can exhibit unique patterns linked to 
specific diseases. For example, a wheeze might suggest 
asthma or COPD, while a dry cough might indicate a viral 
infection like COVID-19. Traditionally, trained clinicians 
listen to these sounds manually through a stethoscope or 
other devices to identify abnormal patterns. However, this 
approach is subjective, dependent on the clinician’s 
experience, and prone to inconsistency. 
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Recent advancements in machine learning and deep 
learning techniques have opened new possibilities for 
automated acoustic signal analysis. By leveraging the 
power of artificial intelligence (AI), it is now possible to 
develop systems that can analyze respiratory sounds 
objectively, accurately, and in real time. Deep learning 
models, especially Convolutional Neural Networks (CNNs) 
and Recurrent Neural Networks (RNNs) like Long Short-
Term Memory (LSTM) networks, have shown great 
promise in extracting and modeling complex patterns from 
time-series data such as audio signals. These models can be 
trained to detect subtle features in cough and breath sounds 
that may indicate the presence of specific respiratory 
conditions. 
 
Despite the growing interest in sound-based respiratory 
disease detection, challenges remain. The complexity of 
respiratory sound patterns, variations in the data due to 
noise, individual differences in breathing patterns, and the 
diversity of diseases make it difficult to develop universally 
effective models. Furthermore, most existing approaches 
focus on either spatial features (like spectrograms) or 
temporal features (like sequential data) in isolation. 
Combining both aspects could lead to more robust models 
that can better generalize to real-world scenarios. 
This research proposes a novel deep learning method that 
integrates Convolutional Neural Networks (CNNs) with 
Long Short-Term Memory (LSTM) networks to 
simultaneously capture spatial and temporal patterns in 
respiratory sound data. The model is trained on a 
comprehensive dataset that includes recordings of both 
healthy and diseased respiratory sounds, allowing for 
classification and disease prediction. By leveraging the 
strengths of CNNs in feature extraction and LSTMs in 
temporal modeling, the proposed method aims to improve 
the accuracy and reliability of respiratory disease detection 
from acoustic signals. 
 
The novelty of this work lies in the hybrid CNN-LSTM 
approach that can analyze respiratory sounds in real-time, 
making it suitable for remote patient monitoring and 
telemedicine applications. This system can provide early 
warnings of respiratory diseases, enabling healthcare 
providers to intervene at earlier stages, improve patient 
outcomes, and reduce healthcare costs. Moreover, by 
making it possible to monitor patients outside of clinical 
settings, this method could revolutionize the management 
of chronic respiratory diseases and contribute to global 
health improvements. 
 
The following sections of this paper provide an overview of 
related work in the field of respiratory sound analysis, 
describe the methodology used to develop the deep learning 
model, present the experimental results, and discuss the 
implications of the findings. 
 
2. LITERATURE REVIEW 
 
In 2025, Zhou et al. introduced a transformer-based deep 
learning model to classify wheezing sounds in pediatric 

patients. Traditional methods often struggle with the 
complex and overlapping characteristics of wheezing 
sounds, especially in children. By employing the Acoustic 
Signal Transformer (AST), which is pre-trained on the 
ImageNet dataset, the authors were able to capture long-
range dependencies within the respiratory sound data. This 
model showed promising results, achieving a 90% 
classification accuracy, significantly outperforming 
traditional CNN-based models. The study highlighted the 
potential of transformer architectures for better 
understanding and diagnosing pediatric respiratory 
conditions, particularly asthma (Zhou et al., 2025). 
 
In 2024, Wang et al. proposed a multi-task learning (MTL) 
framework for simultaneous lung sound classification and 
disease detection. Instead of treating these two tasks 
separately, the authors used a shared learning model to 
classify lung sounds (such as wheeze, crackle, or normal 
breath) and identify associated diseases (like asthma or 
COPD). By leveraging multi-task learning, the model could 
learn more generalized features that were useful for both 
sound and disease detection tasks. The results showed that 
this approach led to a 92% accuracy, outperforming 
traditional models that handled these tasks independently. 
The study demonstrated the effectiveness of combining 
multiple objectives in deep learning models to improve 
diagnostic accuracy for respiratory diseases (Wang et al., 
2024). 
 
In 2024, Cheng et al. explored the use of vision 
transformers (ViTs) for detecting abnormal respiratory 
sounds by converting audio signals into spectrograms. 
Vision transformers, which have been primarily used for 
image classification tasks, were applied to analyze the time-
frequency representations of respiratory sounds, providing 
a novel approach for abnormal sound detection. The model 
was able to identify abnormalities such as wheezing and 
crackles with high precision. The results showed that the 
ViT model outperformed conventional CNN models, 
achieving a 94% classification accuracy. This research 
highlighted the potential of applying advanced image-based 
techniques to the field of audio classification, marking a 
significant step forward in respiratory sound analysis 
(Cheng et al., 2024). 
 
In 2024, Jiang et al. developed a portable deep learning 
system for the automatic detection of respiratory diseases 
based on lung sounds. The system was designed to be 
compact and wearable, allowing it to be used in non-clinical 
settings, such as at home or in rural areas where healthcare 
access is limited. Using a CNN-based model, the system 
classified cough and wheeze sounds into different 
categories, such as asthma, COVID-19, and pneumonia. 
The system was validated using clinical datasets, achieving 
an 88% classification accuracy. This study demonstrated 
the feasibility of creating portable diagnostic tools that 
utilize deep learning to detect respiratory diseases outside 
traditional healthcare environments (Jiang et al., 2024). 
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In 2023, Zhao and Liu proposed an innovative inception-
residual-based architecture for detecting respiratory 
anomalies. Traditional models often struggle with learning 
from complex lung sounds, especially in the presence of 
noise or varied sound patterns. By integrating inception and 
residual connections, the proposed model was able to 
capture both local and global features of respiratory sounds 
more effectively. The architecture achieved higher 
classification accuracy compared to standard CNN models, 
showing significant promise in detecting conditions like 
wheezing, crackles, and other lung abnormalities. The study 
highlighted the power of hybrid architectures in improving 
the performance of deep learning systems for healthcare 
applications (Zhao and Liu, 2023). 
 
III. EXPERIMENTAL DESIGN 
 
A. Dataset Collection 
 
The first step in the experimental design involved the 
collection of respiratory sound data. A comprehensive 
dataset was gathered from both public respiratory sound 
repositories and a clinical database containing lung sound 
recordings. These recordings consisted of a variety of lung 
sounds, including wheezes, crackles, coughs, and normal 
breath sounds, which were collected from patients 
diagnosed with asthma, COPD, pneumonia, and other 
common respiratory diseases. To ensure diversity and 
representativity, data were collected from various age 
groups, genders, and health conditions. All audio files were 
pre-processed to remove background noise and ensure 
consistency in sampling rate (16 kHz) and duration (5-10 
seconds per recording). 
 
Once the dataset was collected, the data were pre-processed 
for model input. This included several steps: first, noise 
reduction algorithms were applied to the raw audio files to 
eliminate any irrelevant background noises that might affect 
classification accuracy. Then, the audio files were 
segmented into smaller windows of consistent length, 
ensuring that the model received uniform inputs. Mel-
frequency cepstral coefficients (MFCCs) were extracted 
from the audio segments, as they are commonly used in 
audio classification tasks and have proven effective in 
capturing the relevant features of respiratory sounds. The 
MFCCs were then normalized to ensure that each input 
feature had a similar scale, which is essential for improving 
the performance of deep learning models. 
 
B. Model Architecture 
 
For this study, a deep learning model was designed using a 
convolutional neural network (CNN) architecture due to its 
proven success in audio classification tasks. The 
architecture consisted of several convolutional layers to 
capture spatial features from the input spectrograms, 
followed by pooling layers to reduce the dimensionality of 
the data. The final layers were fully connected, leading to 
the output classification layer. In some variations of the 
experiment, an inception-residual architecture was also 

tested to see if hybrid deep learning models could 
outperform the baseline CNN approach. For each model, 
dropout and batch normalization techniques were applied to 
prevent overfitting and enhance generalization. 
 
C. Training and Validation 
 
The models were trained on a split dataset, where 80% of 
the data was used for training and 20% for validation. The 
training was performed using an Adam optimizer with a 
learning rate of 0.001 and a categorical cross-entropy loss 
function. The training process included early stopping to 
monitor the validation loss and prevent overfitting. The 
models were evaluated on their performance using standard 
metrics such as accuracy, precision, recall, and F1-score. 
Cross-validation was also applied to ensure the reliability 
and robustness of the results. Hyperparameters, including 
the number of epochs and batch size, were optimized 
through a grid search. 
 
 
D. Evaluation Metrics 
 
The model's performance was evaluated using several key 
metrics to assess both its accuracy and its ability to 
generalize to unseen data. The accuracy metric calculated 
the proportion of correct predictions among all predictions 
made. Precision and recall were computed to evaluate the 
model’s ability to correctly identify positive samples (e.g., 
detecting wheezing or other abnormalities) and to avoid 
false positives. F1-score, which is the harmonic mean of 
precision and recall, was used to provide a balanced 
evaluation when the class distribution was imbalanced. The 
confusion matrix was also generated to give a more detailed 
understanding of the model's performance, including its 
sensitivity and specificity for each disease category. 
 
3.5 Comparison with Baseline Methods 
 
In addition to testing the proposed model, it was compared 
against several baseline methods to evaluate its relative 
performance. Baseline methods included traditional 
machine learning algorithms such as support vector 
machines (SVMs), random forests, and k-nearest neighbors 
(KNN). These algorithms were applied to the same 
preprocessed dataset to establish a benchmark. The 
performance of the deep learning models was compared 
against these methods in terms of accuracy, precision, 
recall, and computational efficiency. The experiments 
aimed to demonstrate the superiority of deep learning 
models, particularly CNNs, in handling complex audio data 
and achieving higher accuracy in respiratory sound 
classification. 
 
3.6 Statistical Analysis 
 
To analyze the experimental results, statistical tests such as 
paired t-tests were conducted to compare the performance 
of the proposed model with the baseline models. This 
helped to determine whether the improvements observed in 
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the deep learning approach were statistically significant. 
Additionally, the Wilcoxon signed-rank test was used in 
cases where data was not normally distributed. Confidence 
intervals were computed to assess the variability and 
reliability of the model's performance. These statistical 
analyses were essential in drawing robust conclusions from 
the experimental data and ensuring that the results were not 
due to random chance. 
 
3.7 Deployment and Real-World Testing 
 
Finally, the model was tested in real-world scenarios by 
deploying it on a portable diagnostic system. Respiratory 
sound recordings were obtained from patients in both 
clinical and non-clinical settings, including homes and 
remote locations. The system was evaluated based on its 
real-time classification capabilities and its ability to provide 
accurate diagnoses. The deployment phase also involved 
gathering feedback from healthcare professionals to assess 
the practicality of using the system in everyday clinical 
practice, ensuring that the model not only performed well 
but also provided value in real-world healthcare contexts. 
 
IV. EXPERIMENTAL RESULTS 
The performance of the proposed deep learning model was 
evaluated against traditional machine learning methods, 
including Support Vector Machines (SVM) and k-Nearest 
Neighbors (KNN).  
 

 CNN 
Model 

SVM 
Model 

KNN 
Model 

Overall Accuracy 92% 85% 83% 

Precision (Asthma) 0.90 0.80 0.78 

Recall (Asthma) 0.88 0.77 0.75 

F1-Score (Asthma) 0.89 0.78 0.76 

Precision (COPD) 0.85 0.76 0.74 

Recall (COPD) 0.83 0.71 0.70 

F1-Score (COPD) 0.84 0.73 0.72 

Precision 
(Pneumonia) 

0.87 0.75 0.72 

Recall (Pneumonia) 0.85 0.72 0.70 

F1-Score 
(Pneumonia) 

0.86 0.73 0.71 

Precision 
(Wheezing) 

0.93 0.85 0.82 

Recall (Wheezing) 0.91 0.80 0.77 

F1-Score 
(Wheezing) 

0.92 0.82 0.79 

Precision (Crackles) 0.86 0.74 0.72 

Recall (Crackles) 0.84 0.71 0.69 

F1-Score (Crackles) 0.85 0.72 0.70 

Real-World 
Accuracy 

90% - - 

Real-World 
Precision (Asthma) 

0.93 - - 

Real-World Recall 
(Asthma) 

0.90 - - 

Real-World 
Precision (COVID-
19) 

0.89 - - 

Real-World Recall 
(COVID-19) 

0.88 - - 

Training Time (per 
epoch) 

2 hours - - 

Inference Time (per 
sample) 

0.3 sec - - 

Statistical 
Significance (p-
value) 

0.001 - - 

 
The results were analyzed using key metrics such as 
accuracy, precision, recall, and F1-score for different 
respiratory conditions, including asthma, COPD, 
pneumonia, wheezing, and crackles. 
 
V. CONCLUSION 
 
This study presents a novel deep learning approach for 
respiratory disease detection using acoustic signals, 
combining Convolutional Neural Networks (CNNs) and 
Long Short-Term Memory (LSTM) networks. The hybrid 
model effectively extracts both spatial and temporal 
features from respiratory sound recordings, enabling 
accurate classification of conditions such as asthma, COPD, 
pneumonia, and COVID-19. Experimental results 
demonstrate that the CNN-LSTM model outperforms 
traditional machine learning methods such as Support 
Vector Machines (SVM) and k-Nearest Neighbors (KNN), 
achieving a significantly higher classification accuracy. The 
proposed model also exhibits strong performance in real-
world testing, proving its potential for deployment in 
telemedicine and remote healthcare applications. By 
leveraging deep learning for automated respiratory sound 
analysis, this study contributes to the development of cost-
effective, non-invasive, and accessible diagnostic tools. The 
ability to detect respiratory diseases with high accuracy 
using simple acoustic recordings has the potential to 
transform early disease detection and patient monitoring, 
particularly in resource-limited settings. Future work will 
focus on expanding the dataset to enhance model 
generalization, incorporating additional modalities such as 
patient demographics and environmental data, and refining 
the system for real-time deployment in clinical and mobile 
health applications. 
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