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----------------------------------------------------------------------ABSTRACT-------------------------------------------------------------- 
In this article, an Improved Energy-Efficient Cluster Head Selection (IEECHS) algorithm for implementation in heterogeneous 
Wireless Sensor Networks (WSNs) is proposed. The IEECHS algorithm addresses the key issues of energy-efficiency and 
security, and combines the rotation-based clustering and energy-saving mechanisms to enhance network performance and 
prolong the WSN’s lifetime. For the heterogeneous network model, using the Full Duplex (FD) features of nodes and cut-
through mechanism, a FD Medium Access Control Protocol (FDMAC) is implemented, which (i) is a contention window-based 
mechanism for collision detection, and (ii) provides channel access prioritization to different traffic classes. To evaluate IEECHS 
performance, simulation experiments are conducted considering key performance metrics viz., throughput, energy consumption, 
and packet delivery ratio. The results demonstrate that through IEECHS, after the completion of 10,000 iterations, the energy 
depletion rate lowers thereby, resulting in increased network lifetime and higher stored energy. 
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I. INTRODUCTION 
In wireless sensor networks (WSNs), autonomous devices 
i.e., SNs (SNs) are distributed in a spatial manner for 
monitoring the environmental conditions [1]. The SNs 
comprise of sensors that collect data which is transmitted 
via wireless technology to a gateway which serves as 
interface between WSN and the wired technology. The SN 
(or mote), is a fundamental component of a WSN which 
performs multiple tasks such as, processing the collected 
data, organizing the data into groups, and broadcasting it to 
other nodes within the network. Each SN comprises of a 
radio transceiver with an internal antenna, which can also 
be connected to an external antenna for improved 
communication range. Additionally, the SN includes a  

(i) microcontroller and electronic circuit for interface with 
the sensors, and (ii) battery for powering the node [2]. Fig. 
1 shows that the SNs are deployed in a dense manner to 
ensure comprehensive coverage of the monitoring area. 
However, due to the continuous battery operation, the SNs 
are highly energy-constrained devices [3]. Also, frequent 
recharging and replacement of batteries is impractical 
which requires energy-efficient strategies to be 
implemented in view of prolonging the WSN’s lifetime [4]. 

To address the key issues of energy-efficiency (EE) and 
stability in WSNs, cluster-based algorithms (see Fig. 2) 
have been implemented which partition the network into 
clusters, with every cluster comprising of a designated 
cluster head (CH) with the responsibility to coordinate 
cluster functioning [5]. The CH selection is crucial as it 
determines the nodes with the responsibility of aggregating 

and relaying the data from other SNs to base station (BS). 
An effective CH selection strategy significantly impacts the 
WSNs energy consumption, network lifetime, and overall 
performance [3]. Specifically, by organizing the nodes into 
clusters, energy can be conserved by allowing certain nodes 
to enter low-power sleep modes while the CH manages the 
communication and data aggregation tasks. Additionally, a 
key concern in WSNs is network lifetime which refers to 
the duration until the first node in network exhausts its 
battery [1]. 
As frequent recharging and replacement of batteries is not 
feasible once they are energy depleted, extending network 
lifetime is key to the WSN’s performance. The cluster-
based algorithms have been shown to significantly improve 
network lifetime by minimizing consumed energy via 
optimized clustering and sleep scheduling [6, 7]. Existing 
studies have addressed network lifetime issue in WSNs by 
efficiently managing the CH nodes. In [8], the authors 
utilized the teaching learning-based optimization (TLBO) 
method for determining ideal number of CHs in sensor 
field. The aim is to improve network longevity by 
minimizing energy requirements. The authors incorporated 
the Low-Energy Adaptive Clustering Hierarchy based on 
three layers (LEACH-T) protocol and considered residual 
energy levels while selecting the CHs. It is shown that 
LEACH-T method significantly extends the network 
lifespan by reducing consumed energy for packet 
transmission. The authors in [9] developed a discrete. 
version of the TLBO method by incorporating the swap and 
mutation operators. 
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Fig. 1. The WSN architecture [3]. 

 
Fig. 2: Clustering in WSNs [3]. 

 
. This version of TLBO is designed to address power 
consumption concerns in WSNs. In [10], the authors 
introduced the Voronoi-Glowworm Swarm Optimization-
K-means method in WSNs which aims at improving 
coverage while minimizing active nodes amount, thereby 
conserving energy, and extending the network lifespan. The 
proposed method utilizes Glowworm Swarm Optimization 
(GSO) in combination with the K-means method and the 
Voronoi cell structure. Specifically, the Voronoi cell 
structure aids in determining the optimal sensing radius for 
effective sensor placement, ensuring efficient coverage of 
the monitoring area. Additionally, the proposed technique 
reduces consumed energy by installing SNs using multi-hop 
transmission and a sleep-wake mechanism. The authors in 
[11] introduced an effective method for content delivery in 
the mobile ad hoc networks (MANETs). In this method, 
every network node is assigned a fitness rating based on its 
bit- rate, energy level, and delay tolerance. The nodes with 
highest fitness scores are chosen as cluster leaders. Once 
the energy requirements are satisfied, a teaching-learning-
based optimization approach is used to calculate the fitness 
scores of nodes. In [12], the authors proposed a method to 
improve convergence speed of the Artificial Seaweed 
Optimization (ASO) algorithm by incorporating chaotic 
maps with Levy flight random walk. The proposed method 
aims to achieve faster convergence and improve the 
exploration and exploitation capabilities of the algorithm. 
Further, the tree-seed algorithm (TSA), which is a 

complementary technique to ASO, is introduced which is 
an intelligent meta-heuristic algorithm inspired by the 
development of trees and the dispersal of their seeds. TSA 
possesses strong exploratory capabilities, which when 
combined with ASO, balances exploration and exploitation. 
The authors in [13] developed a technique that combines 
particle swarm optimization (PSO) and artificial bee colony 
(ABC) algorithms to optimize WSNs performance. The 
proposed method utilizes a software-defined network (SDN) 
architecture to alleviate the burden on SNs' resources, 
including their electrical and computational capabilities. By 
leveraging combined power of PSO, ABC, and SDN, the 
proposed protocol reduces energy requirements, extends 
network lifetimes, and minimizes control overhead 
compared to existing solutions. 
In [14], the authors developed a clustering technique which 
uses map reduction to control the mapping and simplify 
routing processes in WSNs. The objective is to eliminate 
unnecessary duplication and overlap to enhance network's 
performance. The proposed method simplifies the 
complexity of communication, leading to improved 
reliability and an extended network lifespan. The authors in 
[15] presented a novel Learning-Automata (LA)-based 
hybrid optimization technique that improves the artificial 
Jellyfish search algorithm (JS) and the Marine Predator 
Algorithm (MPA) while minimizing their drawbacks. The 
proposed method enhances LA performance by augmenting 
the vector of probabilities used in algorithm. The developed 
LA mechanism is implemented in a modified version of JS 
and MPA algorithms. In [16], the authors introduced a 
modified sperm swarm optimization algorithm (MSSO) 
which is used for both, numerical function optimization and 
the optimal design of damping controller in power systems. 
MSSO aims to balance exploitation and exploration by 
incorporating a chaotic velocity damping factor. The 
authors in [17] introduced the Modified Distance Vector 
Hop MDV-TLBO that incorporates a correction factor to 
adjust hop size of the anchor node. The TLBO, a 
parameter-free and effective optimization method, is 
employed to enhance localization precision. After a location 
upgrade operation, the target nodes estimate their final 
coordinates. The MDV-TLBO protocol requires only a 
single communication between anchor and target nodes to 
broadcast the anchor's position. In [18], the authors applied 
the process of selecting CHs for specific algorithms until 
the desired conditions are met. However, few algorithms 
rely solely on cluster's ID number and distance to determine 
CHs. It is seen that proposed method results in formation of 
transmission loops, which leads to higher proportion of 
death nodes. By incorporating the fitness function into the 
CH selection process, the proposed algorithm aims to avoid 
the formation of transmission loops that can lead to 
emergence of death nodes. The authors in [19] introduced a 
load-balancing mechanism for fifth generation with the 
existing Long-Term Evolution Advanced Heterogeneous 
Network (5GLHNs), incorporating the Constriction Factor 
PSO (CFPSO) approach and focusing on time 
synchronization methods and strategies for femtocell 
networks. The proposed mechanism is tested in a real 
environment to evaluate resource usage and security 
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implications, demonstrating its potential to enhance 
efficiency and performance of 5GLHNs. 
In [20], the authors developed an energy-conscious CH 
selection technique which employed PSO and considered 
parameters such as, remaining energy, distance, and node 
density while selecting CHs. While the technique focused 
on CH selection, it overlooked clustering process which 
resulted in significant energy wastage throughout network. 
The authors in [21] presented the PSO-C algorithm which 
uses sink as a central node in a centralized algorithm for 
WSNs. The algorithm considers the remaining power and 
location of SNs during phase of cluster formation and 
selects CHs depending on energy consumption rates 
surpassing a specified threshold. In [22], the authors 
proposed an energy-efficient clustering approach that 
leverages an optimized version of LEACH protocol to 
collect data and transmit it in WSNs. The proposed method 
performs better than existing LEACH protocols considering 
successful packet delivery ratio (PDR) and energy savings, 
offering superior performance and EE in WSNs. The 
authors in [23] proposed clustering-based routing strategy 
aimed at optimizing energy resources and considering load 
balancing in WSNs. The study focused on addressing 
rotation of CHs and calculation of distances simultaneously 
considering energy utilization at the SNs. In [24], the 
authors discussed the clustering model based on Modified 
Distributed Energy Efficient based Clustering (MDEEC) 
method. Further, MDEEC is tested and compared with 
existing models, and results show that the MDEECA 
algorithm is more robust, increases network lifetime, and 
decreases energy consumption. The authors in [25] 
presented the method for balancing load between CHs by 
facilitating the handling of data packets. For routing of data 
packets across the SNs, network is split into sections of 
unequal sizes. 
A. Motivation and Contributions 
Based on existing studies, it is evident that there is primary 
focus on developing models with the main aim of 
enhancing WSNs lifetime. Additionally, considering the 
fast-paced advancements in WSNs, continuous 
improvements and optimizations may be necessary to adapt 
to the evolving technologies and requirements. In addition, 
in a MANET, a cluster-based approach can be 
advantageous as it helps in organizing nodes into groups, 
making it easier to manage and monitor the network. The 
Certificate Authority (CA) issues and verifies digital 
certificates for authenticating identity of network nodes. By 
implementing a cluster-based CA, the CA functionality can 
be distributed across different clusters, reducing burden on 
an individual CA and improving the scalability. By 
integrating a Cluster-based CA scheme with evidence-based 
validation, security of wireless SNs in MANETs can be 
enhanced as it will enable the detection of malicious nodes 
and ensure that only authenticated nodes can communicate 
within the network. Hence, there is an essential need for 
formulating advanced methods to address this goal 
simultaneously provisioning simpler design, faster 
performance, and low cost. Such a combination will result 
in a solution which is robust and efficient. This motivates 

the formulation of CH selection-based algorithm for 
heterogeneous WSNs.  

In this article, an Improved Energy-Efficient Cluster Head 
Selection (IEECHS) algorithm is proposed which provides 
a means for dynamic clustering, after which nodes’ residual 
energy is considered for the CH selection. Through this 
mechanism, it is ensured that CHs have enough energy to 
perform related activities effectively. Further, alternate 
cluster members are assigned to clusters using the Cycle 
Cancelling Algorithm (CCA), which operates via an 
iterative approach with any valid flow of desired 
magnitude, and facilitates the transmission of secured data 
by the CH. The performance of IEECHS method is 
evaluated through simulations considering key performance 
metrics viz., throughput, energy consumption, and packet 
delivery ratio. The results demonstrate that through the 
proposed algorithm, after completion of 10,000 rounds 
(iterations), energy depletion rate lowers thereby, resulting 
in higher stored energy. 

The rest of the article is structured as follows..  
• Section 2 details proposed model and the IEECHS 
algorithm.  
• Section 3 details the performance evaluation of IEECHS 
algorithm and discusses the results.  
• Section 4 concludes the study. 

II. PROPOSED MODEL 
 
In this section, the IEECHS algorithm is detailed which is a 
comprehensive approach that addresses the EE and the 
security challenges in heterogeneous WSNs. Specifically, 
IEECHS combines rotation-based clustering, energy-saving 
mechanisms, and a Full Duplex Medium Access Control 
protocol (FDMAC) protocol, to improve network 
performance and enhance network lifetime. Next, we detail 
the key methods of IEECHS, the integration of which 
provides a solution to address key challenges in 
heterogeneous WSNs. 
 
A. Rotation-Based Clustering: The rotation-based 
clustering organizes the SNs into clusters. This clustering 
method ensures that CH’s role is rotated among the nodes, 
preventing any individual node from depleting the energy 
quickly. By distributing the CH role, consumed energy 
among SNs can be balanced, leading to increased network 
lifetime. 
 
B. Energy-Saving Mechanisms: To enhance EE, energy-
saving mechanisms are incorporated which include duty 
cycling, sleep scheduling, and related methods to allow the 
nodes to conserve energy during periods of inactivity or low 
data traffic. By efficiently managing energy consumption, 
the network can operate for a longer duration before 
requiring node recharging or replacement. 
 
C. FDMAC: In heterogeneous WSNs, types of nodes may 
have varying capabilities, including FD features. The 
FDMAC protocol leverages these FD features to enhance 
channel access prioritization for different traffic classes. 
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This ensures that nodes with higher priority or critical data 
obtain improved access to the communication medium, 
resulting in better Quality of Service (QoS) for the network. 
 
D. CH Selection depending on Residual Energy: The 
algorithm dynamically selects CHs depending on highest 
energy level among the SNs. By considering the nodes’ 
residual energy, CHs are chosen to have sufficient energy to 
effectively perform their responsibilities as cluster 
managers. This energy-aware CH selection process 
contributes to prolonging the network's operational lifetime. 
 
E. Cluster Member Assignment using CCA: After 
dynamic clustering process, the cluster members are 
assigned to clusters using the CCA method. This iterative 
approach helps to find a valid flow with the desired 
magnitude, ensuring efficient transmission of secured data 
by the CHs. The CCA method aids in optimizing data 
routing and reducing communication overhead. 
 
 2.1 IEECHS Algorithm 
The proposed IEECHS algorithm dynamically selects CHs 
and performs a local search to iteratively update CH 
selection depending on energy considerations. 
 

 
 

Fig. 3. Flow-chart of IEECHS algorithm. 

The algorithm’s objective is to minimize energy function 
f(x), where x is a vector representing selection of CHs in 
network. Hence, preliminary energy sum for the designed 

three-level heterogeneous network is given by equations (1) 
and (2). 
 

Step 1: Initially, n SNs are deployed in network, and CHs 
are randomly selected. 

     (1)                     
(2)                                               (2)   

Step 2: Find the Best CH: In the initial step of CH 
selection, the algorithm finds the best CH represented by 
'g'. This may be based on initial criteria or metric, related to 
energy efficiency or distance. 
 

Step 3: Iterative Local Search: The algorithm performs an 
iterative local search for improving CH selection depending 
on energy threshold Th. The process runs until the stopping 
criterion, 'r < MaxRounds,' is met. 
 

Step 4: Threshold-based CH Update: For each SN 'i' in the 
network, if CH_߳ (energy of the current CH) is less than 
threshold Th+ti, where ti  is a per-node threshold value, then 
the CH selection is updated for SN 'i' as 

Xi(r+1)=Xi(r)+Th*(Xi(r)-g)    (3)                             
This update might indicate that current CH is not efficient, 
and node 'i' switches to a better CH. 
 

Step 5: Random CH Selection: At this step, two SNs 'j' and 
'k' are randomly selected among all solutions, and a local 
CH selection is performed using.  
 

Xi(r+1)=Xi(r)+ϵ*(Xj(r)-Xk(r))              (4) 
where, ε is drawn randomly from the range [0, 1]. This 
random selection and update might introduce exploration to 
search for better solutions. 
 
Step 6: Search New CHs: The algorithm searches for new 
CHs by updating CHs depending on changes made in 
previous steps. 
 

Step 7: Update Best Solution: If the new CHs found are 
better than current best solution (g), then update the same 
in network. 
 

Step 8: Stopping Criterion: The algorithm continues to 
iterate until the stopping criterion, 'r < MaxRounds,' is met. 
The number of rounds denotes maximum number of 
iterations the algorithm will run. 
 

Step 9: Final CH Selection: After the iterations, the 
algorithm will have selected the CHs based on energy 
considerations, and the final best CH is represented by 'g'. 
In the duration of transmitted packet and received packet, 
energy is dissipated, and this energy is estimated by free 
space (fs) and multipath (mp). The consumed energy for 
transmission is given as 

        (5) 

where, ݁ܧ denotes amount of energy needed to process 1-bit 
data. Є݂ݏ and Є݉ are the energies required for 
transmission of 1-bit data so that acceptable bit error rate 
can be achieved through ݂ݏ and ݉ models, respectively. 
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The proposed algorithm aims to dynamically adjust CH 
selection in WSN to optimize consumed energy. However, 
for a comprehensive evaluation of the algorithm's 
performance, additional details such as the specific energy 
function f(x), the criteria for choosing best CH (step 3), and 
the overall convergence properties need to be considered. 
Cycle Cancelling algorithm: The CCA implements the 
Minimum-Cost Flow Problem (MCFP) which is a 
fundamental optimization problem in network flow theory 
[26]. It involves finding the cheapest way to send a certain 
amount of flow through a flow network. This problem has 
multiple applications in transportation, logistics, 
communication networks, and many other real-world 
scenarios where flow needs to be routed efficiently while 
considering costs and capacities. For a typical application, 
such as finding the best delivery route between factory to 
warehouse, the network represents the road or 
transportation network. Each edge in the network has a 
capacity (representing the maximum flow it can carry) and 
a cost (representing the cost of sending one unit of flow 
through that edge). It is key to determine the flow to be sent 
along each edge to minimize total cost while satisfying 
capacity constraints. The Minimum- Cost Flow Problem 
can be mathematically formulated as follows: 
A directed graph G = (V, E) representing the flow network, 
where V is nodes set (vertices), and E is edges set. Capacity 
function c(e) for each edge e in E, representing the 
maximum flow that edge ‘e’ can carry. Cost function w(e) 
for each edge e in E, representing cost of sending one unit 
of flow through edge e. A source node s and a sink node t 
representing the start and end points of the flow. In a flow 
network, the objective is to find a feasible flow that satisfies 
capacity constraints and sends a certain amount of flow d 
from source vertex s to sink vertex t. The flow along each 
edge incurs a cost depending on product of the flow amount 
f (u, v) and the cost factor a (u, v). 
To summarize, the flow network problem is given as: 
1. Directed Graph: G = (V, E) is a directed graph 
representing the flow network. 
2. Source and Sink: There are source and sink vertices in 
graph denoted as s and t, respectively. 
3. Edge Capacity: Each edge (u, v) ∈ E has a capacity c (u, 
v) > 0, representing the maximum flow it can carry. 
4. Flow Amount: The flow through each edge (u, v) is 
represented as f (u, v). 
5. Cost Function: The cost of sending the flow through an 
edge (u, v) is given by a (u, v). 
6. Flow Conservation: The flow entering a vertex must 
equal the flow leaving that vertex, except for the source and 
sink vertices. This ensures flow conservation within the 
network. 
 
The aim is to find a feasible flow that sends a specific data 
amount from the source vertex s to sink vertex t while 
minimizing the total cost of sending flow through the 
edges. The minimum- cost flow problem aims to find the 
flow that minimizes the total cost of sending the required 
amount of flow from source to sink while adhering to the 
capacity constraints and flow conservation conditions. 
Solving the minimum-cost flow problem is a fundamental 

optimization task and has applications in various fields, 
including transportation, communication networks, and 
logistics, where the aim is to optimize flow of resources 
while minimizing associated costs. 
 
Finally, as with any proposed algorithm, thorough testing, 
and evaluation in real-world or simulated scenarios are 
essential to assess performance, efficiency, and 
effectiveness in meeting the desired objectives. In the 
following section, we detail the simulation setup and 
discuss the results. 

III. RESULTS AND DISCUSSIONS 
In this section, we present performance evaluation results of 
IEECHS algorithm. In the proposed model, 100 nodes are 
randomly distributed in their orientation in 100m x 100m 
field. It is assumed that all nodes are in stationary modes, 
and the BS is placed at the center. The experiments are 
conducted using MATLAB on a system with a Corei5 
processor, 4 GB RAM with window operating system. The 
key parameters viz., stability period, data packets and 
network lifetime are considered for performance evaluation. 
Fig. 4 shows the settings of the radio heterogeneous WSN, 
and nodes which are distributed in selected field. The key 
network design parameters are tabulated in Table 1. We 
compare performance of IEECHS algorithm with the 
MDEEC algorithm [24]. 

In Fig. 5, we plot the dead nodes amount with a variation in 
number of rounds (iterations). It is observed that dead 
nodes amount starts increasing after approximately 1100 
iterations which indicates that network starts to experience 
node failures after a certain period of operation. At the end 
of 10000 iterations, there are 92 nodes that remain alive. 
These nodes have not experienced failure and have 
continued to operate throughout the simulation. The 
observation that nodes start dying after 1100 iterations and 
only 92 nodes remain alive after 10000 iterations suggests 
that IEECHS model is effective in prolonging network 
lifetime. 
 
Fig. 6 shows the alive nodes amount with a variation in 
number of rounds. The existence of alive nodes at 
simulation end indicates that IEECHS algorithm is suited 
for lower energy consumption since a considerable number 
of nodes remain active for the entire 10000 iterations. 

 
 

Fig. 4. Node distribution in 100m x100m field with BS. 
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TABLE 1. KEY NETWORK DESIGN PARAMETERS. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
This also suggests that the algorithm can effectively 
manage and conserve energy resources of network nodes. 
The fact that nodes continue to operate up to 10000 
iterations (with only 92 nodes remaining alive) indicates 
that IEECHS algorithm leads to increase in network 
lifetime. This in turn implies that network can operate for 
an extended duration before a considerable number of nodes 
fail, resulting in network degradation or collapse. Overall, 
results in Fig. 5 and 6 show that IEECHS algorithm is 
beneficial for energy-constrained WSNs or similar 
applications. From Fig. 7, it is seen that maximum packets 
amount sent to CH occurs at the 10000th iteration in the 
IEECHS model. This implies that there is a specific point 
during the simulation where nodes are actively sending the 
highest number of packets to their respective cluster heads. 
Also, IEECHS algorithm shows better EE compared to 
existing MDEEC algorithm. Fig. 8 shows the change in 
energy with increasing number of rounds. It is evident from 
the figure that the energy depletion rate is lower for the 
proposed model, resulting in more energy being stored after 
completing 10000 rounds. Also, despite completing all the 
rounds, the SN still retains a small amount of energy when 
using proposed model which suggests that IEECHS 
algorithm manages energy consumption more effectively, 
allowing sensors to maintain better energy reserves for 
extended operation. 
 
 

 

 

 

 

.Fig. 5: Number of Dead Nodes for 100 x 100 m2 

 

 

Fig. 6: Number of Alive Nodes for 100 x 100 m2 

Fig. 9 shows that IEECHS algorithm has higher EE than 
MDEEC algorithm. It allows the sensor network to operate 
for a longer duration while retaining more energy after 
completing certain rounds simultaneously with low power 
dissipation. This enhanced EE results in prolonged network 
lifetime and improved performance in resource-constrained 
environments. Lastly, a comparison of data transmitted to 
BS by proposed IEECHS model is tabulated in Table 2. 
From the obtained results it can be inferred that maximum 
packets amount are transmitted when the IEECHS 
algorithm is implemented as compared to MDEEC model. 
This implies that the IEECHS algorithm enables the 
packets to reach the sink node (BS) which indicates that 
maximum number of nodes are live after 10,000 iterations.   
 

 
Fig. 7: Number of packets transmitted to base station for 100 x 100 m2 

Parameter Value 

Size of WSN 100m x 100m 

Number of the Sensor devices 500 

Initial energy of sensor devices 0.1 to 0.5 Joules (J) 

MAC type IEEE 802.11 

Dissipation energy during transmission 
and reception 

50nJ/bit 

Transmission range  5m 

Range of Sensing 3m 

Radio energy dissipation 50nJ/bit 

Data packet length 5000 bits 

Data-rate 100 bits/sec 

Bandwidth 10000 bits/sec 

Processing delay 0.1 sec 

Idle energy consumption 50nJ/bit 

Amplification energy 100/bit/m2 

Maximum number of nodes 12000 
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Fig. 8: Residual energy for 100 x 100 m2 

 
 

TABLE 2. COMPARISONS OF DATA TRANSMITTED TO BS FROM 
MDEEC ALGORITHM AND PROPOSED IEECHS ALGORITHM. 

No. of 
Iterations 

MDEEC Existing 
model [24] 

IEECHS Proposed 
model 

1000 9564 9845 
2000 12400 13546 
3000 16426 18754 
4000 17994 19876 
5000 19265 20164 
6000 21074 23458 
7000 22456 27545 
8000 24512 27845 
9000 28749 29456 

10000 29785 29765 

IV. CONCLUSION 
 
In the current article, the IEECHS algorithm is proposed 
which addresses the energy-efficiency and security 
challenges of the heterogeneous WSNs. The proposed 
algorithm combines rotation-based clustering and energy-
saving mechanisms to enhance network performance and 
extend the network lifetime. To accommodate the 
heterogeneous nature of network, a full duplex medium 
access control protocol employed. The CH selection process 
is based on highest energy level among the SNs in a 
dynamic manner, using a cluster head rotation-based 
approach. The nodes’ residual energy is considered during 
CH selection, allowing for more efficient utilization of 
available energy resources. The remaining cluster members 
are assigned to clusters using the Cycle Cancelling 
algorithm.  
To evaluate effectiveness of IEECHS, key performance 
metrics viz., throughput, energy consumption, and packet 
delivery ratio are considered. The obtained results show 
that IEECHS algorithm, in conjunction with full duplex 
medium access control protocol and Cycle Cancelling 
algorithm, offers a promising solution for improving 
energy-efficiency, prolonging the network lifetime, and 
enhancing performance of heterogeneous WSNs.  

As a scope for future research, we will aim to compare 
MDEEC and IEECH algorithms with the most recent 
existing algorithms for heterogeneous WSNs. 
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