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ABSTRACT
This study evaluates GPT's performance in sentiment analysis of Indian-language movie reviews, focusing on Hindi
and Gujarati. Trained primarily on English data, the model's accuracy in predicting sentiments beyond English is
investigated using a 0-shot approach. The observed accuracies present a nuanced landscape of GPT: 61% for Hindi
reviews, 59% for Gujarati reviews, 40% for sarcastic Hindi reviews, and 17% for sarcastic Gujarati reviews. The
findings reveal varying levels of success, highlighting GPT's strengths and areas for improvement, especially in
neutral sentiments and nuanced cases like positive sarcastic reviews. The research establishes a foundation for future
NLP advancements in sentiment analysis across diverse languages. By explicitly discussing GPT's results, the study
provides valuable insights into its potential as a tool for sentiment analysis in multilingual contexts. Emphasizing the
need for continued refinement, the research outlines a roadmap to address unique challenges, marking a crucial step

toward optimizing GPT's performance in languages beyond English.
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I. INTRODUCTION

Sentiment analysis, a fundamental process in
natural language processing (NLP), revolves around the
extraction of subjective data and comprehension of
expressed emotions within written content. It is widely
utilized across domains like social media tracking, market
research, analyzing customer feedback, and evaluating
movie reviews. Precise sentiment analysis offers valuable
perspectives into public sentiment, consumer choices, and
user interactions.

Over the past few years, the progress made in the
field of sentiment analy- sis has been greatly influenced by
the emergence of extensive language models such as GPT
(Generative Pre-trained Transformer)[1]. The GPT model,
which is built upon the Language Model (LM) architecture,
has demonstrated impressive capabilities in producing
logical and contextually appropriate text. Nevertheless, its
training predominantly centers around English data, leading
to uncertainties about its effectiveness when applied to
sentiment analysis tasks involving languages other than
English. GPT has limited knowledge beyond 2021 and relies
on internet resources of varying credibility[2].

Analyzing sentiment refers to locating meaningful
information in text and interpreting its meaning using

natural processing techniques, identifying whether the writer
is positive, negative, or neutral[3] [4]. This study aims to
examine how well GPT performs in analyzing sentiments in
Indian language texts, particularly Hindi[5] and Gujarati.
Given India’s linguistic diversity, this research paper
explores whether GPT can accurately capture the nuances of
sentiment in non-English languages. By assessing GPT’s
ability to detect and comprehend specific sentiment nuances
in Indian languages, we can evaluate its effectiveness for
sentiment analysis in these contexts.

To gain a thorough grasp of sentiment analysis in
Indian languages, we will begin by examining the current
body of literature on sentiment analysis, natural language
processing (NLP), and the processing of multilingual texts.
Through a thorough analysis of past research on sentiment
analysis in Indian languages, employing rule-based
techniques, machine learning algorithms, and deep learning
models[6], our objective is to understand the advantages and
limitations associated with these methods.

To ensure consistent evaluation and comparison of
GPT’s sentiment analysis performance across different
languages, we utilize a meticulously crafted prompt
specification for research purposes. The specifics of this
prompt specification will be thoroughly addressed in the
Results and Analysis section.
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The results of this research add to the growing
understanding of sentiment analysis in multilingual natural
language processing. Through the assessment of GPT’s
ability to analyze sentiments in Indian languages, we offer
valuable insights into the strengths and weaknesses of this
model. Our objective is to improve the creation of precise
and reliable sentiment analysis models for a wide range of
languages.

In the following sections of this document, we will
outline the dataset characteristics and features used in the
experimentation. Additionally, we will elucidate the
experimental configuration utilized to evaluate the sentiment
predictions made by GPT, present the outcomes and
analysis, and engage in a discussion regarding the
implications of our discoveries. As per our research, no
previous similar work is reported so far.

II. LITERATURE REVIEW

Sentiment analysis, a fundamental task in natural

language processing (NLP), has garnered significant
attention in recent years. Numerous studies have explored
the application of sentiment analysis in various domains,
including social media, product reviews, and movie reviews.
While much of the research in sentiment analysis has been
focused on English text, there is a growing interest in
understanding sentiments expressed in languages other than
English.

It has also been seen in [7] that ChatGPT's
responses varied when evaluating the same task multiple
times. Although their research suggested that the differences
in successive evaluations are relatively small. Due to this
there is a need to address the ethical implications, biases,
privacy issues and copyright considerations associated with
it which emphasize the importance of Al literacy in
understanding the capabilities, limitations, and ethical
considerations of Al models like ChatGPT[8] [9].

In the context of Indian languages, sentiment
analysis has emerged as a burgeoning field of research.
Studies have attempted to address the unique challenges
posed by the rich linguistic diversity and cultural nuances of
Indian languages. For instance, Das and Bandyopadhyay
investigated sentiment analy- sis in Bengali movie reviews,
employing machine learning algorithms to achieve
promising results[10]. Similarly, Rao et al. explored
sentiment analysis for Tamil movie review using deep
learning models, highlighting the importance of considering
linguistic variations in achieving accurate sentiment
predictions[11].

However, it is crucial to acknowledge the
limitations of existing sentiment analysis approaches when
applied to Indian languages. It is noted by Desai et al, for
Gujarati NLP systems, resources like parser, word sense
disambiguation, anaphora resolver, and named entity
recognizer are still lagging as compared to the English
language counterparts [12]. Sharma et al. [13] explored
sentiment analysis challenges in Hindi movie reviews and
highlighted the need for comprehensive data-sets and model
customization for accurate sentiment predictions.

Furthermore, the aspect of sarcasm detection in
sentiment analysis has gained traction. Joshi and Sharma
addressed sarcasm detection in English text[14],

highlighting the importance of understanding contextual
cues for accurate sentiment identification. However, the
applicability of these techniques to Indian languages, with
their unique linguistic characteristics, remains an open
question.

II1. EVALUATION SETUP

The current research paper focuses on assessing

the effectiveness of GPT in analyzing sentiments expressed
in movie reviews written in Hindi and Gujarati. The dataset
comprises reviews in these languages, encompassing not
only conventional positive and negative reviews but also
sarcastic ones. Our evaluation primarily relies on the 0-shot
results of GPT, wherein it generates outputs without specific
training for the target language. The aim is to gauge the
performance of GPT in sentiment analysis within this
context.

GPT version 3 is used in experimentation. The
prompt used for invoking the environment was as follows:
"Classify the overall sentiment expressed in the following
movie review (answer as to whether overall sentiment is
positive, negative or neutral)".
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Fig. 1 Architecture flow diagram of Proposed Approach

GPT version 3 is wused in experimentation.
Of-course the GPT version 4(input capacity of 32k tokens)
can give a more accurate rate result then version 3(input
capacity of 8k tokens) [15]. The prompt used for invoking
the environment was as follows:

- Long Reviews for movies: These reviews have a size
ranging from 1000 to 1800 words. These reviews are likely
to provide detailed insights and opinions about the movies,
covering various aspects such as plot, acting, direction, and
more. The data was collected from various sources like
\cite{GujaratiReviews}, \cite{HindiReviews}. The reviews

2" International Conference on Advancements in Smart Computing and Information Security
(ASCIS) 2023



127
Int. J. Advanced Networking and Applications
Volume: 15 Issue: 04 Pages:100-200 (2023) ISSN: 0975-0290 (Special Issue — ASCIS 2023)

were manually tagged with one of the 3 possible categories
of sentiments.

- Sarcastic Reviews for movies: This dataset consists of
very simple and short sarcastic one-liner movie reviews,
typically of 15 to 20 words. Sarcastic reviews are often
characterized by expressing the opposite of what the
reviewer means, intending humor or irony. The sarcastic
reviews were handcrafted with help from a language expert
and also tagged as positive or negative as per the case.

Table 1. Dataset Characteristics

Data-Set Language Total Positive Negative Neutral
Type Reviews

Long Hindi 895 350 273 272
Reviews

Long Gujarati 453 206 134 113
Reviews

Sarcastic Hindi 35 9 26 NA
Reviews

Sarcastic Gujarati 35 9 26 NA
Reviews

For the long reviews, the goal of the evaluation is to test the
GPT tool's ability to correctly classify the overall sentiment
expressed in the movie reviews into three categories:
positive, negative, or neutral. As sarcasm is only for flipping
the polarity from positive to negative and vice-versa, we
consider the sarcastic reviews to be classified into only two
groups namely positive and negative. Further, one additional
class of CND (Cannot Determine) is also used. This tag is
assigned to indicate the model's inability to make a
prediction..

IV. RESULTS AND ANALYSIS

The GPT model's overall accuracy in sentiment

classification for movie reviews is assessed. It represents the
collective performance of the model in correctly classifying
reviews into positive, negative, and neutral sentiments.

IV.I. LoNG(NON-SARCASTIC) MOVIE REVIEWS.

IV.LLI. Accuracy (HinDpI REVIEWS):

The GPT model achieved an accuracy of 75.00% in
classifying Hindi movie reviews correctly for the positive
reviews. The GPT model’s lowest accuracy of 38% is in
predicting the neutral reviews. In 67% of negative reviews,
the model was successful in predicting the negative class.

Table 2. Confusion Matrix of Hindi movie reviews

Predicted Tag
&éo Total Positive Negative Neutra  CND
1
N
é§ Positive 348 261 9 39 39
K Negative 271 33 181 38 19
il Neutral 269 44 106 101 18

IV.LIL. FaiLUre ANALYsIs (HiNDI REVIEWS):

The GPT model’s failure rate for opposite
predictions, where it erroneously classifies reviews with

sentiments opposite to their true labels (e.g., positive
reviews misclassified as negative and negative reviews
misclassified as positive), is reported as 3% and 12%
respectively (as illustrated in figure 2). The reasons behind
these opposite predictions, such as linguistic complexities
and contextual ambiguities, are discussed in the next
section.

Positive
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n Netural

o Neutral

® Nt e LISl

Fig. 2 GPT’s predictions for positive, negative
and neutral Hindi reviews

GPT exhibits significant failures in predicting
positive and negative reviews as neutral. Specifically, it
incorrectly classifies 11% of positive reviews as neutral and
14% of negative reviews as neutral as shown in figure 2.
These errors indicate the model’s challenges in accurately
discerning the true sentiment of reviews, leading to
misinterpretations where positive and negative content is
mistakenly identified as neutral, which will be further
explored in the subsequent section. The GPT model exhibits
the highest level of uncertainty in classifying neutral
reviews, where it predicts 16% of them as positive and 39%
as negative as illustrated in figure 2. This indicates the
challenges faced by the model in accurately determining the
sentiment of neutral content, leading to ambiguous
predictions with varying degrees of positivity and negativity.
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Fig. 3 GPT’s predictions for positive, negative and neutral
Gujarati reviews

IV.LIIL. Accuracy (GuiArRATI REVIEWS):

The GPT model can give accuracy of 59.16%.
Specifically, the GPT model achieved an accuracy of 91%
for positive reviews. This indicates the proportion of
positive reviews that the model accurately identified,
showcasing its proficiency in recognizing positive
sentiments. The GPT model’s accuracy in classifying neutral
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reviews is only 28%. While the model achieved an accuracy
of 37% in classifying negative Gujarati reviews.

Table 3. Confusion Matrix of Gujarati movie reviews

Predicted Tag

§° Total Positive ~ Negative Neutral ~ CND
{\ Positive 206 187 1 15 3
S Negative 134 26 50 55 3
‘JS Neutral 113 76 5 31 1

IV.LIV. FAILURE ANALYSIS (GUIARATI REVIEWS):

The GPT model demonstrates a 1% failure rate for
opposite predictions, where positive reviews are erroneously
classified as negative, and a 20% failure rate for negative
reviews misclassified as positive (as depicted in figure 3).
These opposite predictions can be attributed to various
reasons, including linguistic complexities and contextual
ambiguities, which will be further explored in the
subsequent section. GPT’s performance shows notable
shortcomings when predicting positive and negative reviews
as neutral. It inaccurately classifies 7% of positive reviews
as neutral and 41% of negative reviews as neutral, as
illustrated in figure 3. These errors highlight the model’s
difficulties in accurately discerning the genuine sentiment of
reviews, resulting in misinterpretations where positive and
negative content is mistakenly identified as neutral, are
discussed in the next section. The GPT model exhibits the
highest level of uncertainty in classifying neutral reviews,
where it predicts 67% of them as positive as shown in figure
3. This indicates the challenges faced by the model in
accurately determining the sentiment of neutral content,
leading to ambiguous predictions with varying degrees of
positivity and negativity.

IV.II. SArcastic MoviE REVIEWS

Table 4. Confusion Matrix of sarcastic Hindi movie
reviews

Predicted Tag

S‘& Total Positive Negative ~ Neutral
AV
6‘&& Positive 9 0 9 0
Negative 26 2 14 5

Table 5. Confusion Matrix of sarcastic Gujarati movie
reviews

Predicted Tag
.‘o‘b Total Positive Negative  Neutral
&b’
N Positive 9 0 8 1
Negative 26 10 16 10

IV.ILI. AccurAcY (SARCASTIC REVIEWS):

GPT’s performance in classifying sarcastic reviews
varies across sentiments and languages. It struggles with
positive sarcastic reviews, showing 0% accuracy due to

challenges in understanding context and tone. However, it
achieves moderate success with 53.85% accuracy in
negative sarcastic Hindi reviews and relatively low
performance with 23.08% accuracy in negative sarcastic
Gujarati reviews. Limited exposure to Gujarati text during
training and the complexity of Gujarati sarcasm may have
contributed to this.
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Fig. 4 GPT’s predictions for positive and negative
sarcastic reviews

IV.ILI. FAILURE ANALYSIS (SARCASTIC REVIEWS):

GPT fails to predict positive sarcastic reviews in
Hindi and Gujarati, misclassifying all positive Hindi
sarcastic reviews as negative (100% failure) and 88.89% of
positive Gujarati sarcastic reviews as negative, with 11.11%
as neutral. The model struggles with negative sarcastic
reviews, with a failure rate of 46.15% for Hindi and an even
higher 76.92% for Gujarati. Improving sarcasm detection
requires addressing these challenges and incorporating
diverse and relevant training data for both languages.

V. OBSERVATIONS

V.I. OBSERVATION ON LONG MoVIE REVIEW
PREDICTIONS BY GPT

V.I.LI. WORD LIMIT ISSUE:

GPT struggles to generate responses for lengthy
Hindi movie reviews lacking proper paragraph formatting.
In such cases, it may produce inconclusive results like
“Hmm...something seems to have gone wrong.”. We found
these in 8.49% Hindi reviews and 1.54% Gujarati reviews.
Therefore, we have categorized these reviews as Can Not be
Determined (CND). The optimal word limit for a Gujarati
movie review that GPT can effectively respond to is
approximately 350 words. However, it’s worth noting that
there are variations in the number of characters per word,
with some words being longer and others shorter. As a
result, a rough estimate based on character count suggests
that GPT can respond to reviews of up to 1600 characters
(excluding spaces). Nevertheless, it is important to consider
that the appropriateness of the response may vary depending
on the complexity and length of the text. On average, it can
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be assumed that GPT can handle approximately 1500
characters.

V.L.II. ERRORS OF OPPOSITE PREDICTIONS:

In analyzing Gujarati and Hindi movie reviews
with multiple sentences, GPT primarily prioritizes
movie-specific content like actor/actress performance and
director’s character, while disregarding general review
portions. This focused approach ensures that the model
avoids predicting opposite sentiments, preventing abrupt
shifts from positive to negative or vice versa.

It is exceptionally rare, occurring only once within
our datasets, for GPT to predict a positive movie review as
negative (1% in Hindi and 0.22% in Gujarati Movie
Reviews). Conversely, we frequently observed instances
where the model predicts a shift from negative to positive
sentiment (3.69% in Hindi and 5.74% in Gujarati Movie
Reviews). Interestingly, even when the positive sentences,
typically related to the movie or actor’s performance, are
positioned at the beginning of the review, the model
consistently maintains a positive prediction. Surprisingly,
when we experiment by relocating those positive sentences
to the end of the review instead, we find that all predictions
remain unaltered, with the model persistently predicting a
positive sentiment.

— Negative review given Positive classification:

Example 5.1.1: aRiw -1 g1t 3 forew & Fmfarstt &1,
el W oy Fooe W Ol $AFER & Wy e T I(The
makers of this film have to be praised, who made a film on
such an important subject with complete honesty.)

Example 5.1.1 shows a sentence from a negative
Hindi movie review, one sentence that praises the director’s
integrity GPT gives a positive class, even though the overall
sentiment of the movie was negative.

— Positive review given Negative classification:
Example 5.1.2: mferdt # #fgen & aR & § 5 il el ol 8, 39
wé e Rk Q{;%m T
gl ST 8| 3y
%?%Rﬁ%l W ¥ W il § g0 ga @R/l & a g
|

The 5.1.2 is a sentence from a positive Hindi movie
review, where due to usage of negative words like “g:@”
(sadness) repeated often, GPT misclassified the review as
negative.

V.LIII. ERRORS OF NEUTRAL CLASS:

When there are multiple flow changes in sentences
from positive to negative, GPT may struggle to accurately
predict neutrality and tends to mis-predict such reviews as
positive. This limitation arises due to the model’s
complexity and its reliance on the context within individual
sentences. GPT’s predictive behavior may vary, and it might
be sensitive to the ordering and nuances of the provided text,
leading to biased predictions in favor of positive sentiments,
as seen in below example 5.1.3

Example 5.1.3: (56Hs] 21652 51 B U ds lld2idui

WA B, defl AR UR el§ s1M 5 e &d. eldeticis ¢[B
(se suHULd] oW Ad] «tefl. o), A did dl sl 6] 3, (e«

[lad AR A UGBS B. Auielofl 2445 Hulel BLE 419 B, (The
title of the film is Faraaz but his heroism shows up at the

end. His backstory needed some work. Emotionally, the film
is not earth shattering. However; it has to be admitted that
the film's plot is good and relevant. Some limitations of the
writing are visible.)

In some Hindi movie reviews at the end there is
one section named “@f & (Why to watch the movie),as
shown in example 5.1.4. The purpose of that section is to
state some reasons why a person should watch the movie.
However, due to the positioning of this section, GPT
wrongly predicts the class of the review. Example 5.1.4: &t
QW T9 SR Y AMEE G & Uab B 7 gal 307 ded ¥R $1 g
gadl ¥4 Wt §@ MU (Why to watch:only if you are Sharukh
khan's die hard fan then go to see his new form.)

The below review in Example 5.1.5 is a snippet of
the final lines of a negative movie review. But GPT
struggles to detect the negativity accurately, leading to its
misclassification of the overall sentiment as neutral.

Example 5.1.5 : ‘SeHR U & G99 g9 WiedH 3HD!
Bl Wi %gmm%m@m (=
e e et ok 8 ) ok % o ol £
aRi® Wb W @ W1 Y@ geAnhHl ¥ IS e Ul (The biggest
problem of Badmaash Company is its script. Parmeet Sethi
has written it according to his convenience. Twists have
been given to the story according to the mind, even if it is
not reliable and correct. Due to this, the audience does not
get connected with the events shown on the screen.)

In the positive reviews like example 5.1.6, some
critics acknowledged certain flaws in the movie; however,
they still recommended watching it, indicating a neutral
stance overall. Such a case is seen in following example
5.1.6

Example 5.1.6: $© Sl & sa9g 39 & o fher
! TP TR @I & §&al g1 (Despite some shortcomings, this
pure country film can be seen once.)

V.LIIL
GPT:

Issues wiTH THE NEUTRAL REVIEWS CLASSIFICATION IN

In neutral reviews, there are often an unbalanced
number of positive and negative sentences. If there are more
negative sentences mentioned, the prediction tends to be
classified as a negative review. On the other hand, if there
are more positive sentences, the prediction is labeled as a
positive review. It appears that the presence of specific
keywords like “®d%” (average) and star ratings such as
2.5 out of 5” in Gujarati reviews is not consistently guiding
GPT’s sentiment prediction accurately. The model might be
relying more on other sentences in the review, leading to
mispredictions. For instance, in below example 5.1.7 even
though this final sentence of review indicates a neutral
stance, the overall sentiment predicted by GPT is positive.
Example 5.1.7: 2l (&4 25 (1R{[» 21Ge s 5(2.5
mirchies(points) out of 5 for this movie)

These issues are indicative of the limitations of
language models like GPT when it comes to understanding
context and context-specific keywords. While GPT has
shown impressive language generation capabilities, it may
still struggle with context-based sentiment analysis,
especially when the sentiment is conveyed through
non-explicit or nuanced expressions.
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V.II. OBSERVATION OF SARCASTIC REVIEWS

The performance of GPT in classifying positive
sarcastic reviews is inadequate, as it tends to misclassify
them as negative reviews. The primary challenge lies in
handling simple negation in Hindi movie reviews, where

hrases like "3R 3us! 33 Ul qiE 8l gl SMud! Afther
%@‘a Tt T TR %) da U] A2 Ui of YU dl dHRAL
(s (wagd o A\dl A\SA. (If you don't like good acting then
you should not watch this movie at all.) use negative words
but actually express a positive sentiment. The model
struggles to discern such nuances, resulting in
misclassifications. Improving GPT’s understanding of
negation and sarcasm in Hindi/Gujarati movie reviews is
crucial for enhancing its sentiment classification accuracy.

V1. CoNcLUSION AND FUTURE WORK

The research conducted on sentiment analysis of
movie reviews using GPT-3.5 in Indian languages highlights
notable observations regarding sentiment detection. While
the model demonstrates commendable accuracy in
identifying positive sentiments, challenges arise in
understanding negative and neutral sentiments. Additionally,
the inclusion of sarcastic reviews tends to skew the
predictions toward positive sentiments, posing further
complexities in the analysis. Moreover, the presence of
sarcastic language adds complexity to the sentiment analysis
process. The model’s tendency to misinterpret sarcastic
reviews as positive sentiment calls for specialized strategies
to identify and handle sarcasm effectively. Developing
techniques to distinguish sarcastic language from genuine
positive expressions can significantly enhance the model’s
overall performance. To address the challenges associated
with negative and neutral sentiment identification, a more
extensive and diverse data-set is required. Expanding the
data-set to include a broader range of negative and neutral
sentiments will aid in fine-tuning the model and improving
its accuracy.

Moving  forward, future research should
concentrate on enhancing GPT-3.5’s performance in
identifying negative and neutral sentiments in Indian
languages. Fine-tuning the model on a diverse data-set,
specifically curated to include a wide range of negative and
neutral expressions, is paramount to improving accuracy
beyond positivity. Additionally, specialized strategies to
handle sarcastic language should be developed, focusing on
sarcasm detection to differentiate between genuine positive
sentiments and sarcastic expressions. Domain-specific
training on movie-specific data-sets can also be explored to
optimize the model for movie review sentiment detection.
Addressing data availability concerns by creating larger and
more diverse data-sets in Indian languages will further
contribute to improved sentiment analysis. Lastly,
researchers should delve into interpretability techniques for
model decision-making transparency, and multi-model
approaches combining GPT-3.5 with other sentiment
analysis techniques, which may offer more robust sentiment
analysis capabilities. Pursuing these research directions will
advance sentiment analysis in Indian languages, yielding
accurate and reliable solutions for diverse linguistic
landscapes
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