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----------------------------------------------------------------------ABSTRACT------------------------------------------------------------ 
The classification models in data mining consists of decision tree, neural network, genetic algorithm, rough set, 

statistical model, etc. In this research, we have proposed and deliberated a new algorithm called Upgraded 

Random Forest, which is applied for the classification of sensor discrimination dataset. Here we considered for 

classification of multisource Sensor Discrimination data. The Upgraded RF approach becomes extreme attention 

for multi-source classification. The methodology which we are developed is not only a nonparametric but it also 

applies for the assessment and significance of the specific variables in the classification. 
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I. INTRODUCTION 

In data mining field we have various classification 

algorithms that include Decision Tree, Neural Networks, 
K-Nearest Neighbor and many more. In the development 
way of the KDD, the process will starts from the collection 
of significant data; which is going to be processed and 
transform processed data into useful information. Then the 
mining process will carry out from the hidden pattern 
[4,8]. The knowledge discovery in database process can be 
categorized as: 

 Data Selection 
 Pre-Processing 
 Transformation 
 Data Mining 
 Interpretation/Evaluation 

 

II. LITERATURE REVIEW 
A. Classification 
Classification is one of the most powerful technique to 
implement for supervised learning approaches. This is 
most widely used in data mining to classify the data from 
raw data. In the process of classification, a significant 
value is assigned to each and every item in a set of data to 
set the data in a form of a class. We have different types of 
classifier models in data mining, those simulation models 
are mathematical techniques which are used to classify the 
data in an effective manner[6,9]. The most useful 
classification techniques in data mining are decision tree, 
Bayesian classification, SVM, neural networks and the 
association-based classification. We studied and analyzed 
the performance of several algorithms for data 
classification in data mining such as Random Forest and 
Decision Stump classifiers[2,5]. For classification of data, 
the structural model shown in Figure: 1 can be designed 
and applied algorithms to process in effective way. 

 
 

Fig 1: Procedure for the Implementation of an Algorithm 
 

a) Random Forest Classification Algorithm 
This algorithm is one of the most powerful in the field 

of data mining. This classification algorithm produces 
various CART-like trees. The outcome of this classifier is 
determined by a majority votes of the trees[1,10]. In the 
process of training the data, the Random Forest algorithm 
searches and determines only through a widely selected 
subsets of the input variables to regulate all the splits. In 
this process the total number of variables are completely 
user-defined, but this classification algorithm is not 
complex to it. The value by default is one of the set to the 
square root of the total number of inputs given. By 
selecting the total number of variables which are used for 
all the splits, the complexity of the algorithm becomes 
small, and the correlation among all the trees are also 
decreased. Then finally, the trees are not pruned [3,7]. 

b) Decision Stump 

Let x = (x1, x2, …, xn) 
Decision Stump hi,t 
If xi ≥ t then class =1 
else class = −1 
Given data of the form x = (x1, x2, …, xn), one run of the 
training process defines the best hi,t. 
Algorithm: 
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For each xi in the training set:  
Step 1: Sort values then eliminate replicas.  
Step 2: Build candidate thresholds t below min value, 
above max value and midway between successive features  
Step 3: For every hi,t, calculate error on a training set. 
Step 4: Return hi,t that maximizes . |1/2-error(h_(i,t) )|  
Run Adaboost for T iterations, with L being the decision-
stump learning algorithm is defined.  
Step 5: Decision stump ht is learned using training data 
designated from current dissemination at time t. 
Coefficient αt is considered by running ht on all training 
data.  
Step 6: If a decision stump using feature xi is preferred on 
iteration, eliminate it from a group of features for the 
following iteration.  
Step 7: Finally, next to T iterations, run ensemble 
classifier H on experimental data. 
 

III. PROPOSED METHODOLOGY 
We proposed an Upgraded RF classification algorithm 
with the future selection method, which will gives better 
performance when compared to other most popular 
algorithms. The algorithm is shown below.   

A. Upgraded RF Classification Algorithm 
Input: 
D: Give training data set, 
A: Select feature space {A1, A2,...,AM}, 
Y: Select feature space {y1, y2,...,yq}, 
K: Total number of formed trees, 
M: specific size of all subspaces. 
 
Output: An Upgraded Random Forest μ 
 
Technique: 
Step 1: for i=1 to K do 
Step 2: To appeal a bootstrap activity as a sample in-of-
bag data subset IOBi and the out-of-bag data subset OOBi 
from all the training dataset (D); 
Step 3:Therefore hi(IOBi) = createTree(IOBi); 
Step 4: create a new node η using createTree( ); 
Step 5: if ending criteria is met then 
Step 6: then return η as a leaf node in a tree; 
Step 7: else for j=1 to j=M do 
Step 8: Then calculate measure corr(Aj,Y); 
Step 9: end for 
Step 10: To compute feature weights {w1, w2,...,wM}; 
Step 11: To use the feature weighting technique in random 
wise and select m features; 
Step 12: Then create the better split for the node to be 
segregated; 
Step 13: Then call createTree() for each and every split; 
Step 14: endif 
Step 15: return η; 
Step 16: Then it will use out-of-bag data subset OOBi for 
to analyze the out-of-bag exactness OOBAcci of the 
respective tree classifier hi(IOBi) by Equation; 
Step 17: end for 
Step 18: Then sort all the K tree classifiers in their 
OOBAcc in the form of descending order; 

Step 19: Finally it will select the top most 80% trees with 
unlimited OOBAcc values and then it will combine the 
80% tree classifiers into an upgraded RF as μ; 
The algorithm performs with the input parameters which 
are selected for training data set. The actual performance 
of the algorithm depends on all the feature spaces, the 
respective class feature and the total number of trees in the 
random forest. And also it depends on the actual size of all 
the subspaces. The classification algorithm development is 
described with steps below. The Steps from 1 to 5 are the 
loop for building K decision trees. That means in the loop, 
from Step 2 to step 9 focuses on samples of training data 
with the bootstrap method to produce an in-of-bag data 
subset to construct a tree classifier, and generate an out-of-
bag data subset for testing the tree classifier on out-of-bag 
accuracy. The Steps from 10 to 15 determines to call the 
function createTree( ) to build a new tree classifier. The 
Steps from 16 to 17 uses out-of-bag data subset to 
calculate the accuracy of out-of-bag for the tree classifier. 
The step 18 sorts all built tree with the help of classifiers 
in their out-of-bag accuracies in the level of descending 
order.  The step 19 will selects top 80% of trees with high 
out-of-bag accuracy values. Then it will combines the 80% 
of tree classifiers into an Upgraded RF model. In this 
experiment the proposed method gives more than 80% of 
accuracy when compared to other algorithms.  
 
IV. RESULTS 
In this experimental research, we used the data mining tool 
for the classification of data with different parameters, to 
analyze the data and to determine the prediction accuracy 
of different classification algorithms. The classification 
with accuracy of various data mining algorithms has been 
analyzed and then we proposed a new algorithm called 
Upgraded Random Forest, it is one of the best fit 
algorithm to get better classification performance with 
good accuracy. In this research work, we proposed a 
technique, which is best suited to predict the classes given 
in Sensor Discrimination dataset. The trials has been 
performed with Sensor Discrimination dataset available on 
the UCI Machine Learning Repository. The selected 
dataset is used for analysis purpose, which is having a total 
number of 2212 instances and 12 attributes with one class 
attribute. The experimental result with the dataset is as 
follows. 

 

Fig 2: Pre-Processing of data 
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Fig 3: Result of the Decision Stump Algorithm  

 

Fig 4: Result of the Upgraded Random Forest Algorithm  

 

 

Fig 5: Graphical representation of Classification 

Performance of the Algorithms 

 

Fig 6: Graphical representation of Classification 

Performance of the Algorithms 

V. CONCLUSION 

In this paper, the new results proved that our Upgraded 
Random Forests classification algorithm is proposed a new 
method for to reduce the simplification error and to 
increase the test accuracy and performance of the the 
classification. Also, the time of computation is recorded to 
bring out the efficiency of the classifier. The results shows 
that the accuracy of Decision Stump classifier and 
performance is 57.2785 %, this is very less. But our 
Proposed Upgraded RF algorithm is applied on sensor 
discrimination dataset and evaluated using 10 folds cross-
validation. Then the results shows 99.141% accuracy in 
classification with the Upgraded RF algorithm. Which 
means our proposed classification algorithm gives better 
classification accuracy with the lowest level of 
computational complexity. In future work we are going to 
use the real world datasets for the development of the 
performance of classification algorithms in data mining. 
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