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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 
Multidimensional data refers to datasets featuring with multiple columns, often referred to as features or 
attributes. The challenge in multidimensional data analysis is that clusters and outliers are often detected based 
on the dataset's features, which may not align well with ground truth in real-world scenarios (e.g., gene 
expression data). Efficiency is a critical consideration as optimized clustering algorithms must handle the growing 
size of multidimensional datasets. In this research paper, we have proposed a Sinusoidal Chaotic and Information 
Entropy based Elephant-Herding Optimization for Clustering (SCIE_EOC) to data search in multidimensional 
datasets. The result shows the proposed method shows around 92-95 per cent accuracy for different datasets 
which is around 5 per cent better than the earlier methods. 
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I. INTRODUCTION 

The Multidimensional data is a data set with many 
different columns, also called features or attributes. The 
more columns in the data set, the more likely discover 
hidden insights. Think of this data as being in a cube on 
multiple planes. It organizes the many attributes and 
enables users to dig deeper into probable trends or 
patterns. Queries can be interrogated rather than just 
submit them, as practiced in relational databases. It’s a 
comparatively fast exercise, manipulating the different 
dimensions and perspectives by attribute [1.2]. 
 
The generation of multi-dimensional data has proceeded at 
an explosive rate in many disciplines with the advance of 
modern technology. Many new clustering, outlier 
detection and cluster evaluation approaches are presented 
in the last a few years. Nowadays a lot of real data sets are 
noisy, which makes it more difficult to design algorithms 
to process them efficiently and effectively [3]. 

II. CLUSTERING FOR MULTIDIMENSIONAL 
DATASETS  
Cluster analysis divides Multidimensional data into groups 
(clusters) for the purposes of summarization or improved 
understanding. For example, cluster analysis has been used 
to group related documents for browsing, to find genes 
and proteins that have similar functionality, or as a means 
of data compression [4]. While clustering has a long 
history and a large number of clustering techniques have 
been developed in statistics, pattern recognition, data 
mining, and other fields, significant challenges still 

remain. In this part of study, the author provides a short 
introduction to cluster analysis, and then focus on the 
challenge of clustering multi-dimensional data [5].  
 
The cluster analysis groups objects (observations, events) 
based on the information found in the data describing the 
objects or their relationships. The goal is that the objects in 
a group should be similar (or related) to one another and 
different from (or unrelated to) the objects in other groups. 
The greater the similarity (or homogeneity) within a group 
and the greater the difference between groups, the better 
the clustering [6].  

 

The definition of what constitutes a cluster is not well 
defined, and in many applications, clusters are not well 
separated from one another. Nonetheless, most cluster 
analysis seeks, as a result, a crisp classification of the data 
into non-overlapping groups. Fuzzy clustering is an 
exception to this, and allows an object to partially belong 
to several groups [7, 23].  

 
To illustrate the difficulty of deciding what constitutes a 
cluster, consider Figure 1, which shows twenty points and 
three different ways that these points can be divided into 
clusters. If we allow clusters to be nested, then the most 
reasonable interpretation of the structure of these points is 
that there are two clusters, each of which has three 
subclusters. However, the apparent division of the two 
larger clusters into three subclusters may simply be an 
artefact of the human visual system [8, 9-11]. Finally, it 
may not be unreasonable to say that the points form four 
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clusters. Thus, the author again stress that the notion of a 
cluster is imprecise, and the best definition depends on the 
type of data and the desired results.  
 
Moreover, cluster analysis is a classification of objects 
from the data, where by “classification” means a labelling 
of objects with class (group) labels. As such, clustering 
does not use previously assigned class labels, except 
perhaps for verification of how well the clustering worked. 
Thus, cluster analysis is sometimes referred to as 
“unsupervised classification” and is distinct from 
“supervised classification,” or more commonly just 
“classification,” which seeks to find rules for classifying 
objects given a set of pre-classified objects.  

III. DATA SEARCH OPTIMIZATION FOR 
MULTIDIMENSIONAL DATASETS 
The researcher presents some basic concepts of 
multidimensional clustering and the importance of pre-
processing in data mining.  
 
A. Particle Swarm Optimization (PSO) 
 
The objective in an optimization problem is to find values 
for a set of parameters that maximize or minimize an 
objective function. PSO is a nature-inspired, population-
based, stochastic heuristic for solving optimization 
problems by simulating the collective behavior of bird 
flocks [12]. A swarm in PSO is a population of interacting 
agents, called particles, representing each candidate 
solution. Once initialized, the n particles of a swarm 
collectively move in the search space, sharing information 
among them in order to collaboratively find the best 
solution. PSO uses particle interaction to find the optimal 
solution, although it converges slowly to the global 
optimum due to the high-dimensional search space. 
 
B. Grey Wolf Optimizer (GWO) 
 
Grey Wolf Optimizer (GWO), which is inspired on the 
Canis lupus species. The COA has a different algorithmic 
structural setup and it does not focus on the social 
hierarchy and dominance rules of the animals, even though 
the alpha is employed as the leader of a pack. Further, the 
COA focus on the social structure and experiences 
exchange by the coyotes instead of only hunting preys as it 
happens in the GWO [13]. The Grey Wolf Optimisation 
(GWO) method has a few drawbacks, including a slow 
convergence rate, poor local searching ability, and low 
solving accuracy. 
 
C. k-Means 
 
K-means is a commonly used partitioning based clustering 
technique that tries to find a user specified number of 
clusters (k), which are represented by their centroids, by 
minimizing the square error function. Although K-means 
is simple and can be used for a wide variety of data types, 
it is quite sensitive to initial positions of cluster centers. 
There are two simple approaches to cluster center 

initialization i.e. either to select the initial values 
randomly, or to choose the first k samples of the data 
points. As an alternative, different sets of initial values are 
chosen (out of the data points) and the set, which is closest 
to optimal, is chosen [14, 15]. Since, Data variation is not 
taken into consideration by K-Means, so it do not consider 
in large scale data clustering. 
 
Following is the Entropy-based Elephant Herd 
Optimization technique which is employed for optimal 
clustering since the goal is to minimize the number of 
clusters. 
 

IV. SINUSOIDAL CHAOTIC AND INFORMATION 
ENTROPY BASED ELEPHANT-HERDING 
OPTIMIZATION FOR CLUSTERING (SCIE_EOC) 
In general, elephants live in groups. An elephant herd is 
made up of several different clans. Different elephants in 
the same clan live together under the leadership of a 
matriarch. There are only adult females and calves in the 
herd. An elephant does not mate with members of its own 
family, so as adults; the male elephants will leave the herd 
to find mates [16, 19]. Inspired by the elephant herd 
behavior, the SCIE_EOC algorithm is proposed to solve 
the optimization problems. In SCIE_EOC, the behavior of 
the elephant group is idealized into two parts: clan 
updating operator and separating operator. In the clan 
updating process, each elephant carries on the clan 
updating operator by its current position and the 
matriarch’s position in the herd. 
 
Elephants, as social creatures, live in social structures of 
females and calves. An elephant clan is headed by a 
matriarch and composed of a number of elephants. Female 
members like to live with family members, while the male 
members tend to live elsewhere. They will gradually 
become independent of their families until they leave their 
families completely [17]. The basic idea of taking 
SCIE_EOC is to analyse multidimensional data for 
clustering, since the algorithm has shown the better 
performance in clustering in research data.  
 
The following assumptions are considered in SCIE_EOC. 
(1)  Some clans with fixed numbers of elephants 

comprise the elephant population. 
(2)  A fixed number of male elephants will leave their 

family group and live solitarily far away from the 
main elephant group in each generation. 

(3)  A matriarch leads the elephants in each clan. 
(4)  In the process of clan updating, for ordinary 

elephants, their positions are updated according to 
their own positions and the positions of their 
matriarch. The position of matriarch is updated by 
the middle positions of the clan. It is easy to form 
into local optimum for one clan of an elephant group. 
In elephant groups, the matriarch should lead others 
to explore more suitable habitats.  

(5)  The process simulates the departure of an adult male 
elephant and the birth of a calf in the herd. As a 
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young elephant, it will be protected by other 
elephants, and it will have a good position. 
Therefore, its position should be evaluated. 

 
The location of succeeding elephants in clan Ln is 
obstructed through matriarch. The location of αth elephant 
is reformed in clan Ln using eq (1). 
ܺ௡௘௫௧,௅೙,ఈ = ܺ௅೙,ఈ + ߚ × ൫ܺ௢௣௧௜௠௔௟,௅೙ −ܺ௅೙,ఈ൯ ×   (1)    ݉ݎ
Where, 
ܺ௡௘௫௧,௅೙,ఈ & ܺ௅೙,ఈ = The new and current locations of αth 
elephant in clan Ln respectively. 
β = A magnitude term attaining the influence of matriarch 
Ln on XLn,α. {ߚ ∈ [0,1]} 
ܺ௢௣௧௜௠௔௟,௅೙  = The matriarch (an elephant having highest 
fitness value in clan Ln. 
݉ݎ} .Random number = ݉ݎ ∈ [0,1]} 
 
The location of αth elephant having highest fitness value is 
reformed in every clan using eq. (2). In this, reformation is 
not performed using eq. (1), i.e., ܺ௅೙,ఈ = ܺ௢௣௧௜௠௔௟,௅೙  

ܺ௡௘௫௧,௅೙,ఈ = ߜ × ܺ௠௜ௗ,௅೙                        (2) 
Where, 
A term attaining the rein of ܺ௠௜ௗ,௅೙ = ߜ   on ܺ௡௘௫௧,௅೙,ఈ. 
ߜ} ∈ [0,1]} 
ܺ௠௜ௗ,௅೙= The center value of Clan Ln. 
 

Table 1 : Accuracy Calculation for K-Means, PSO, 
GWO and SCIE_EOC 

Dataset k-
Means 

PSO GWO SCIE_EOC 

HCV 79 84 85 92 
Blood 

Transfusion 
80 82 86 90 

Thoraic 
Surgery 

78 82 80 92 

HTRU 77 85 84 92 
Diabetic 

Retinopathy 
79 81 85 93 

Cancer 80 86 87 95 

 
The SCIE_EOC algorithm is executed on six separate 
datasets like HCV, Blood Transfusion, Thoraic Surgery, 
HTRU, Diabetic Retinopathy and Cancer obtained from 
UCI repository [18, 20-22]. The data in Table 1 and Fig. 1 
reveal that the SCIE_EOC yielded the extreme value of 
Accuracy for the six comprehensive datasets. According to 
Accuracy, the EHO exceeds better than GWO, GWO, PSO 
and K-Means by 12%, 16% and 22% respectively, across 
all six datasets. 
 
In the proposed technique, only focus is given on accuracy 
in clustering since the earlier research show the less 
accuracy results. 
 

 
Fig. 1 : Accuracy Exploration of K-Means, PSO, GWO 
and SCIE_EOC 
 
The utilization of information entropy in conjunction with 
the EO scheme for clustering ensures precise and 
proficient dispersal of data values within the dataset. 

V. CONCLUSION 
Data clustering plays a crucial role across diverse 
industries, including education, healthcare, and 
decentralized business environments. Utilizing various 
classification techniques, different datasets are effectively 
managed and analyzed to enhance the quality of data 
sharing in decentralized multidimentional datasets. In this 
research paper, a Sinusoidal Chaotic and Information 
Entropy based Elephant-Herding Optimization based 
Clustering (SCIE_EOC) is introduced, aiming at 
efficiently classifying diverse datasets and enhancing data 
search capabilities. SCIE_EOC is shown great promise in 
accurately clustering diverse datasets and improving 
optimization performance. The proposed scheme is 
predicted to forecast and validate with vast databases 
within the domain of multi-dimensional data. 
The position variable is adopted in EHO, and the moving 
speed of the elephant is ignored. These issues affect the 
convergence speed of the algorithm. In the future, research 
can be carried out to solve problems of clustering such as 
optimal controller selection in wireless sensor networks, 
controller placement problems in a software-defined 
network, clustering in image segmentation by using the 
proposed approach. The suggested approach can also be 
extended to solve multidimensional optimization 
problems.  
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