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-------------------------------------------------------------------ABSTRACT---------------------------------------------------------------  
Dimensionality Reduction is one of the useful techniques used in number of applications in order to reduce the 

number of features to improve the productivity and efficiency of the task. Clustering is one of the influential tasks 

in data mining. Dimensionality reductions are used in data mining, Image processing, Networking, Mobile 

computing, etc. The elementary intention of this work is to apply dimensionality reduction algorithms and then 

cluster the datasets to detect outliers. A bio-inspired ACO (Ant Colony optimization) algorithm has been proposed 

to reduce dimensionality. Also another bio-inspired algorithm FA (Firefly Algorithm) has been proposed to detect 

outliers. The three distinct medical datasets:  thyroid dataset, Oesophagal dataset and Heart disease dataset are 

used for experimental results. 
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I. INTRODUCTION 

To perform assorted data mining tasks like 

classification, association rule mining, clustering, neural 

networks, datasets play a vital role. Every dataset is 

having number of features and instance in it and the 

number of features required for performing data mining 

tasks differ from application to application [1]. Numbers 

of features are required for the performance of data mining 

tasks. Not entire features are required for the performance. 

If at all the attributes are used it will affect the efficiency 

and consumes more memory space. Thus, it is mandatory 

to select the significant features or to reduce the number of 

features for performing the further tasks.  

 
Dimensionality Reduction is one of the useful 

techniques used in number of applications in order to 

reduce the number of features to improve the productivity 

and efficiency of the task. There are two different sectors 

in dimensionality reduction they are Feature Extraction 

(FE) or Feature Reduction and Feature Selection. Feature 

Extraction is the mechanism of leveling the high 

dimensional data into minor dimensional space, whereas, 

Feature Selection is the mechanism of recruiting only the 

profitable data and eliminating the other. All the attributes 

are used for performing data mining tasks and it will affect 

the efficiency and consumes more memory space. So, the 

dimensionality reduction technique is used by the data set 

to reduce the number of attributes. Some of the 

applications of feature extraction are semantic analysis [2], 

data compression, data decomposition, projection and 

pattern recognition [2]. 

 After performing the reduction task the clustering 

task is performed in order to detect outliers. The output 

features of the reduction process are given as input to 

perform clustering. An outlier is an object that is 

significantly dissimilar or inconsistent to other data object 

[3]. Clustering is the practice of grouping the identical 

objects together. Outlier detection is the dominant step in 

data mining. Numerous methods have been developed for 

the clustering tasks to detect outliers. The Clustering 

algorithms are widely divided into two groups they are 

hierarchical and partitioning [29]. Data clustering 

procedures are highly supportive to detect outliers and 

detecting outliers is one of the data mining tasks and it is 

also called as outlier mining. 

There are many algorithms for outlier detection in 

static and stored data sets which are based on a variety of 

approaches like nearest neighbor based, density based 

outlier detection, distance based outlier detection and 

clustering based outlier detection [4].The identical data are 

grouped together to form a cluster and the outliers are 

detected based on cluster based outlier detected. 

The elementary intention of this work is to correlate 

the performance of dimensionality reduction algorithms 

and then to perform clustering task to detect outliers. An 
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ACO (Ant Colony optimization) have been proposed for 

the reduction task. Also FA (Firefly Algorithm) have been 

proposed to detect outliers by clustering the data.  

The remaining sectors are formulates as follows. 

Section 2 illustrates the literature review. Section 3 

explains proposed ACO algorithm for dimensionality 

reduction and also illustrates FA algorithm for outlier 

detection. Section 4 gives an outline about the 

experimental results and conclusion is described in section 

5. 

 

II. LITERATURE REVIEW 
Dr. S. Vijayarani et.al. [4] discussed two different 

clustering algorithms namely BIRCH with K-means and 

CURE with K-means to detect outliers. Two performance 

factors such as clustering accuracy and outlier accuracy 

are used for observation. Through examining the 

experimental results, it has been found that the CURE with 

K-means clustering algorithm performance is more 

accurate than the BIRCH with K-means algorithm. 

 

S. D. Pachgade et.al. [5] proposed an algorithm to 

group the data items into number of clusters. The 

computational time is reduced by reducing the size of the 

dataset. Threshold value is used by the users in order to 

calculate the outliers from the data in each cluster. Here, it 

has been proved that the hybrid clustering approach takes 

less time for clustering task. 

 

Elahi M. Kun Li et.al. [12] discussed about a data 

clustering based approach, the data are divided into fixed 

number of cluster using k-means algorithm.  In, this work 

the outliers are calculated by taking the mean value for 

every cluster and taking the output of previous cluster 

mean value as the input to the next cluster value. Then, k-

means algorithm have been performed for different 

datasets to find the better outlier detection techniques 

which makes less cost consumption. 

 

Behera Abhishek, et.al. [13] discussed about several 

methods for detecting outliers like density based method 

and distance based method. A new outlier detection 

technique has been proposed and compared with existing 

PAM clustering algorithm. bupa dataset has been used for 

this experiment. This data set has 2 classes and 6 

dimensions. In, PAM clustering algorithm it is found that 

19 data points were outlier in class1 and 17 outliers in 

class2. From proposed algorithm it is found that 19 data 

points were outlier in class1 and 20 outliers in class2. 

 

Rekha Aswathi et.al [15] have used normalization 

filtering which is used to standardize all the features in the 

dataset the dimensionality reduction and clustering is 

performed. Here, the diabetic’s dataset which contains 768 

instances and 8 attributes and PCA algorithm is used to 

reduce the features of the dataset.  Out of 8 features, 4 

features are selected. WEKA3.7 tool is used for the 

investigation. After dimensionality reduction density 

based clustering algorithm is used to find the maximal set 

of density. Dimensionality reduction is used to increase 

the accuracy of the clustered data. 

 

Rajendra Pamula et.al. [8] presented the clustering 

based outlier detection method, the k-means clustering 

algorithm to splits the data set into number of clusters and 

the points which are  nearby the centroid of the cluster are 

not feasible data for outlier and it can be pruned out from 

each cluster. In this work distance based outlier score is 

calculated for remaining datapoints which reduces the 

consumption due to the pruning of some points. Based on 

the score of the top n points are declared the highest score 

is considered to be the  outliers and the local distance 

based outlier factor( LOF)  is used to measure the degree 

an object which deviates from its neighborhood region 

points. The experimental results demonstrate the number 

of computations for detecting outliers. Here, the proposed 

method performs better than the existing method. 

 

Garima singh, et.al. [14] proposed a novel clustering 

algorithm termed as I-Clarans algorithm which is 

compared with other clustering algorithms like PAM, 

CLARA and CLARANS. The work has been explained in 

two stages. In the first stage, clustering technique is 

executed and in the second stage outliers are detected. The 

datasets used are Bupa class1, Bupa class2 and Iris 

datasets. And it has been proved that I-Clarans works 

more efficiently than other clustering algorithms. 

 

III PROPOSED ALGORITHMS 

1. ACO (Ant Colony Optimization) 

Ant colony optimization (ACO) algorithm is a 

probabilistic method for solving computational problems 

and it can be used to find the path [24]. This algorithm is 

an associated with ant colony family. Ant colony 

optimization algorithms have been applied to many 

combinatorial optimization problems [25] , extending 

from quadratic task to protein compaction or steering 

vehicles and a lot of ensuing methods that have been 

amended active problems in real variables, multi-targets 

and parallel operations. Feature subset extraction is a 

process of extracting a subset of features from the original 

features that characterizes the full dataset. There may be 

thousands of features present in a real world datasets and 

each feature may carry only a little bit of information, it 

would be very difficult to treat all the features. Therefore 

it is very crucial to mine or select significant features from 

the dataset. 
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Figure 1. Methodology 

 

 

 

Figure 1. Methodology 

The dataset D= [d1, d2….dn] is taken as input. Then, 

the ACO parameters like population of ants (p) and 

Intensity of pheromone trial (bi) are initialized. The ants 

are generated using the intensity value by traversing the 

path of every data. Ants are randomly choosed for 

traversing. Pheromone value (τij) is calculated for 

traversing the path. 

 

Where p is the number of attribute and b is the 

number of data. Then the traversing paths are found and 

shortest path is calculated. From this the new subset is 

created then by using ACS (Ant Colony System) ranking 

the new subset is ranked to create a new solution. ACO 

algorithm is given in below.  

 

Steps in ACO Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

STEP 1: Input the dataset D= [d1, d2, d3……dn] 
 

STEP 2: Initialize the ACO parameters 

                a.) Population of ants (p) =number of attributes 

    b.) Intensity of pheromone trial (bi) =number of data 
 

STEP 3: Generate the ants by evaluating the features. Every ant is assigned to visit  

      every feature to build the solution. 
 

STEP4: Calculate the Pheromone value (𝛕ij ) to visit all the data by the random ant (pi). 
 

STEP 5: Find the traversing path of the ant and set the starting node to be 1.calculate the 

    distance of the path from the node to the destination. 
 

STEP 6: Create the subset of the features by reaching the data and completing the visit. 
 

STEP 7: ACS Rank algorithm is used to rank (ρij) the subset of new feature solution and  

     finally the features are extracted. 

τij =𝟏/∑ 𝒃𝒑𝒊=𝟏  
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Ant Colony System Ranking is done by the formulae.  

 

 

Where τij is the amount of pheromone on the edge 

i, j. ηij is the desirability of edge I, j typically 1/dij. α is the 
parameter to control the influence of 𝛕ij. β is the parameter 
to control the influence of ηij. 

2. FIREFLY ALGORITHM (FA) 

Short and rhythmic flashes for communication and 

attracting the potential hunt are used by most of the 

fireflies [23]. All fireflies are unisex; the high light 

emitting fireflies are attracted by the less light emitting 

fireflies. The attractiveness is proportional to the 

illumination and they both declines as their distance rises. 

If no other brighter firefly is available, it will move 

randomly. The size of the fireflies is initialized by n. Set 

the range of the fireflies by initializing it as 1. Four values 

for the boundary [xmin, xmax, ymin, ymax] are set. The initial 

location of the fireflies is found and then they are grouped 

together based on the light intensity (li). Make a move to 

all less light emitting towards high light emitting fireflies 

and end the iteration. Randomness of the flies is reduced 

by the iteration to make sure whether they are within the 

range. Attractiveness parameter (β) is set to find the 
ranges. 

 

 
 

Where γ is the coefficient of light absorption and r is 
the range. 

A Firefly Algorithm assumes three basic rules which are 

described as follows: 

 Every firefly will be attracted to other fireflies 

irrespective to their gender because they are unisexual 

 They attract each other proportionally to their 

illumination intensity and reversely proportional to 

their search spaces, the brighter flashing firefly will 

attract the other less bright ones, the more the distance 

the less attractiveness, if no brighter firefly nearby they 

will move randomly  

 The brightest firefly cannot be attracted and it will 

travel randomly. 

The cluster centers are the decision variables when FA 

is used to solve the grouping problems, In N dimensional 

space there will be a connection between the objective 

function and the value of all Euclidean distance. At the 

beginning and based on the objective function all object 

(fireflies) will be randomly propagated in whole search 

distance (space).  

FA procedure consists of two phases:  

 The first is the difference in the light intensity 

thus; the light intensity is linked with the 

objective values. Considering the maximization 

or minimization case problem, the firefly with 

either lower or higher light intensity will attract 

another individual with either lower or higher 

light intensity. 

 The second phase is traveling to the direction of 

the attractive fireflies; the firefly attractiveness 

will be balanced with light intensity gained by the 

neighbor fireflies. 
 

Steps in Firefly Algorithm 

 

 

 

 

 

 

 

 

 

 

  

ρij = τij
α.

 ηij
β /∑ τij

α.ηij
β
 

STEP 1: Input the dataset D 

STEP 2: Determine the size of variables (n) = number of fireflies. 

STEP 3: Compute the average of each column and set the range for the data 

     Max generation=number of times 

     For i=1 to n where n-number of fireflies; Range = [xmin, xmax, ymin, ymax] 

STEP 4: Generate the initial location of n fireflies and display the path for every fireflies 

STEP 5: Group the fireflies by their light intensity (li) and trace the path of all roaming  

     Fireflies (i.e) the fireflies with high light emitted are grouped together and less light  

    emitting in another group. 

STEP 6: Make a move to all less light emitting towards high light emitting fireflies and end the 

               iteration. 

STEP 7: Reduce the randomness during the iteration and make sure the fireflies are within range. 

   If xn (i) < = range (1); otherwise End; 

STEP 8: Attractiveness parameter (β) is set to the group. The data which is out of the range are  

    detected as outliers. 

β=exp (-γ * r) 
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IV. EXPERIMENTAL RESULTS 

The experimental results are implemented in Matlab 

2013a. The work is performed in PC Intel Pentium 

Processor, 2GB RAM, OS Windows 7 Ultimate 32-bit. 

Higher dimensional data are transformed into lower 

dimensional data in order to increase the efficiency of 

dataset. Three different medical dataset have been used in 

this work they are thyroid dataset which contains  7200 

instances and 21 attributes which is collected from keel 

data repository, Oesophagal data set contains 979 

instances and 13 attributes which is collected from SMCR 

repository, Heart disease dataset contains 366 instances 

and 12 attributes and it is collected from UCI repository. 

 

Table 1 Performance Measures of Dimensionality Reduction 

Data set Algorithm Original 

Feature 

Reduced Feature Execution time 

(milliseconds) 

Thyroid 

PCA 

21 

7 1006 

MDS 11 1019 

ACO 14 854 

Oesophagal 

PCA 

13 

6 1012 

MDS 5 1011 

ACO 8 992 

Heart 

PCA 

12 

5 869 

MDS 6 1008 

ACO 7 756 

 

It could be seen that ACO algorithm performs better and 

reduces more number of feature when compared with 

other algorithms. Table 1 Performance Measures of 

number of features reduced for three different datasets 

(Thyroid, Oesophagal and Heart). 

 

 

Figure 2 Number of Attributes Reduced 

Fig 2 shows the reduced features by using the 

dimensionality reduction algorithms like PCA, MDS and 

ACO. Here, ACO is the proposed optimization algorithm 

which performs efficiently in reduction. 

1. Time Complexity of Dimensionality Reduction 

 Performance of time complexity is measured for 

reducing number of features from the original features of 

the dataset. The time complexity is the amount of time 

required to reduce the features. In Matlab, TIC TOC time 

is calculated in milliseconds. Table.1 shows the proposed 

optimization algorithm (ACO) consumes less time for 

reducing features when compared with other existing 

algorithms. 
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Figure 3 Time complexity 

2. Accuracy of the Cluster 

 The dataset which is reduced and the new 

features are extracted and the new features are taken as 

input to the second part of the work (i.e.) clustering. 

Clustering is done to the reduced data set in order to detect 

the outliers. Three different datasets namely thyroid, 

Oesophagal, heart disease have been used. Accuracy is 

calculated by three measure clustering accuracy, precision, 

recall. The clustering algorithms K-means, Clarans, PAM 

are used to find the accuracy of clusters is shown in Table 

2. The result of clustering can be calculated by accuracy, 

precision, recall. Accuracy can be calculated using the 

formula [21]. 

 

 
 

Where TP is defined to be True Positive, TN is True 

Negative, P is positive, N is Negative. The accuracy 

determines about the measurement of the value. 

 

 TP-Correct input with correct output 

 TN-Correct input with false output 

 FP-False input with correct output 

 FN-False input with false output 

Table 2 Performance measures of clusters 

Data set Algorithm Clustering 

Accuracy 

(%) 

Precision Recall No. of 

outliers 

detected 

False 

Alarm 

Rate 

Execution Time 

(milliseconds) 

Thyroid 

No. of Features 

Reduced - 14 

K-means 92 62 67 71 40 1687 

PAM 91 65 83 50 35 312 

Firefly 95 76 85 80 20 134 

Oesophagal 

No. of Features 

Reduced - 8 

K-means 85 66 56 124 45 6076 

PAM 85 78 85 70 30 794 

Firefly 93 80 87 130 25 365 

Heart 

No. of Features 

Reduced - 7 

K-means 80 77 54 141 50 1744 

PAM 82 72 75 20 60 1751 

Firefly 90 82 78 150 35 554 

 
3. Precision 

Precision determines about the uncertainty measurement. 

The precision is calculated using the formula [21]. 

 

which are relevant for the specific cluster and the retrieved 

items are the data which are collected from specified 

cluster. 

 
 

 

 

Precision in Matlab is said to be relevant retrieved 

items/retrieved items. The relevant items are the data  

 

ACCURACY = (TP+TN) / (P+N) 

PRECISION (P) = TP / (TP+FP) 
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4. Recall 

The recall is a measure used to identify the 

condition which makes the measurement positive. The 

recall is calculated using the formula [21]. 

 

 

 

Figure 4 Accuracy of the clusters 

5. Outlier Accuracy 

     Outlier detection accuracy is calculated using three 

factors (i.e.) number of outliers, Outlier accuracy and time 

taken K-means, CLARANS, PAM are the algorithms used 

to find the accuracy.  

6. Number of outliers detected 

 It could be seen that the proposed firefly 

algorithm detects more number of outliers when compared 

to k-means, PAM, Clarans. These algorithms are used for 

identifying the number of outliers from the original data in 

the dataset. The detection of outliers is shown in table 2. 

From this chart it has been proved that the proposed 

algorithm detects more number of outliers. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Number of outliers detected 

7. False Alarm Rate (FAR)  False Alarm Rate (FAR) is illustrated in Table 2, FAR 

can be calculated using the formula. 

 

 FAR = FP/ (TP + FP) 

RECALL(R) = TP / (TP+FN) 
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The performance factor is measured in terms of detecting 

outliers. It has been proved that the proposed firefly 

algorithm performs well because it contains low false 

alarm rate when compared with existing algorithms. Table 

2 shows the FAR. 

 FP is False positive 

 TP is True Positive 

 P is the precision 

 

Figure 6 False Alarm Rate 

8. Time Complexity  

 Time complexity is measured in terms of time 

required for detecting outliers. The performance factor is 

compared with the existing clustering algorithms like K-

means, Clarans, PAM and proposed firefly algorithms. It 

has been proved that firefly algorithm consumes less time. 

Time is measured in milliseconds. The result of time 

complexity is shown in table 2.  

 

Figure 7 Execution Time for Detecting Outliers 

From the above fig 7, it is observed that the 

proposed firefly algorithm takes less time to detect outliers 

when compared with existing algorithms. Therefore, the 

firefly algorithm performs better in clustering and detects 

outliers because it contains high detection rate and low 

false alarm rate and less time. Hence, the clustering 

accuracy and outlier accuracy is very efficient and the 

proposed firefly is found to be the best algorithm. 
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V. CONCLUSION 

In the first phase dimensionality reduction is 

performed and in the second phase, the reduced data are 

clustered to find outliers. The accuracy of the cluster has 

been found after the reduction of attributes. ACO and FF 

bio-inspired algorithms are used in this work. 

Experimental results show that the proposed work 

performs better. In future, this research work can be 

enhanced by applying other dimensionality reduction 

techniques and optimization techniques to reduce number 

of features. Number of clustering algorithms and 

optimization algorithms can be used to detect outliers with 

reduced execution time and the accuracy can be increased. 

Here, the medical dataset have been used and in future it 

can be applied to other high dimensional data like 

transactional data, weather forecast data and data streams. 

Here, the numerical attributes are used for reduction and 

outlier detection. In future, new dimensionality reduction 

and outlier detection techniques are to be proposed for 

handling categorical attributes. 
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