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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 

Image Fusion is a process used to combine two or more images to form more informative image. More often, 

machine vision cameras are affected by limited depth of field and capture the clear view of the objects which are in 

focus.  Other objects in the scene will be blurred. So, it is necessary to combine set of images to have the clear view 

of all objects in the scene. This is called Multi focused image fusion. This paper compares and presents the 

performance of second order and fourth order partial differential equation in multi focused image fusion. 
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I. INTRODUCTION 

Visual information in the scene is captured by CCD or 

CMOS cameras for machine vision applications. Due to 

limited Depth of Field (DOF) in machine vision cameras, 

it is possible to capture the clear image of the objects 

which are in focus only and other objects in the scene will 

be blurred [1]. In this situation, Multi focus image fusion 

is used to combines images of the same scene with 

different focus to form the composite image in which all 

objects are in clear focus. Many methods of multi focus 

image fusion are reported in literature. Among them, multi 

scale decomposition methods produce good results. But, 

these methods introduce artifacts in the fused image. To 

avoid these artifacts, fusion methods based on 

optimization were proposed. Optimization methods take 

multiple iterations to generate composite image and 

remove edge details.   To preserve edge details in the final 

fused image, edge preserving fusion methods were 

introduced. Popular filters used in these methods are 

guided filter, bilateral filter, cross bilateral filter, 

anisotropic diffusion filter.  These methods decompose 

each source image into approximation image and detail 

image. Fused images are formed by combining 

manipulated approximation image and detail image.  

Bilateral filter and cross bilateral filter fusion methods 

produces gradient reversal artifacts in the fused image 

whereas guided image fusion method produces halo 

effects in the fused image [2]. The use of second order 

Partial Differential Equations (PDE) in image denoising 

produces excellent results interns of edge preservation, but 

introduces staircase effect. To remove this stair case 

effect, non linear fourth order PDE are used. This paper 

compares and presents the performance of second order 

and fourth order PDE in multi focused image fusion. The 

following section overviews second order and fourth order 

PDEs proposed by Perona & Malik [3] and You & Kaveh 

[4] respectively. Section 3 presents the multi focused 

fusion methodology and Section 4 discuss the performance 

of second order and fourth order PDE. Finally, summary 

of this paper with conclusion is presented.  

II. OVERVIEW OF PARTIAL DIFFERENTIAL 

EQUATIONS  
The second order PDE smoothes a given image at coarser 

regions while preserving the edges. It uses intra-region 

smoothing to generate coarser images. At each coarser 

resolution, edges are sharp and meaningful. The second 

order PDE use the following flux function to control the 

diffusion of an image I as 𝐼𝑖,𝑗𝑡 = 𝑐(𝑥, 𝑦, 𝑡)∆𝐼 + ∇𝑐 . ∇𝐼                 …… (1) 
where c (x, y, t) = Flux function,  ∆= Laplacian operator, ∇ 

= Gradient operator, t = Time or iteration [3]. The solution 

for this PDE is 𝐼𝑖,𝑗𝑡+1 = 𝐼𝑖,𝑗𝑡 + 𝜆[𝑐𝑁 . ∇𝑁𝐼𝑖,𝑗𝑡 + 𝑐𝑆. ∇𝑆𝐼𝑖,𝑗𝑡 +  𝑐𝐸 . ∇𝐸𝐼𝑖,𝑗𝑡 + 𝑐𝑊 . ∇𝑊𝐼𝑖,𝑗𝑡  …… (2) 
In the above equation, 𝐼𝑖,𝑗𝑡+1is the coarser resolution image 

at t + 1 scale which depends on the previous coarser image 𝐼𝑖,𝑗𝑡  . λ is a stability constant which lies in the range 0 ≤ λ ≤ 
1/4 . ∇𝑁 , ∇𝑆, ∇𝐸  𝑎𝑛𝑑 ∇𝑊 & cN , cS, cE and cS are the 

nearest- neighbour differences & in flux functions north, 

south, east and west directions respectively. The model of 

fourth order PDE is given by  𝜕𝐼𝜕𝑥 =  −∇2[𝑐(|∇2𝐼|)∇2𝐼]                …… (3) 
where is the∇2𝐼 Laplacian of the image I [4]. Since the 

Laplacian of an image at a pixel is zero if the image is 

planar in its neighbourhood, the fourth order PDE attempt 

to remove noise and preserve edges. The diffusion 

functions c(.) are taken from  Perona–Malik diffusivity 

functions. They are given by, c(s) = 1 / [1 + (s/k)
2 

] and  

c(s) = exp [- (s/k) 
2
] and offer trade-off between the 

smoothing and edge preservation. First function is useful if 

the image consists of wide regions over the smaller 

regions.  Second function is useful if the image consists of 

high-contrast edges over the low-contrast edges. Both 

functions consist of a free parameter k. This constant k is 

used to decide the validity of a region boundary based on 

its edge strength. To study the performance of second and 

fourth order PDE in removing the noise and preserving the 

edges, both filters were applied to the Gaussian distributed 

noisy image of zero mean and standard deviation of 30 
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and results are shown in figure 1. From the denoised 

image, it is inferred that both filters are performing well in 

removing the noise while preserving the edges for more 

number of iterations (50).  

 

  

Original Image Noisy Image 

  

Denoised Image using SPDE Denoised Image using FPDE 

 

Figure 1: Noisy and Denoised Images using Second and 

Fourth Order Partial Differential Equations 

 

III. PROPOSED METHODOLOGY 
The proposed method to perform multi focused image 

fusion needs three steps as shown in the figure 2. In first 

step, each source image is decomposed into approximation 

and detail images by employing edge preserving second 

and fourth order PDE. In the next step, approximation and 

detail images are fused by employing separate fusion rules 

and the different fusion methods are given below. Final 

fused image is reconstructed by combining the final fused 

approximation and detail images [5]. 

 

 

 

 

 

Figure 2: Method of Multi Focused Image Fusion 

 

Let the source images be In(x,y), where n = 1,2 and all 

source images are assumed to be registered spatially. 

These images are passed through edge preserving second 

and fourth order PDE filter to separate into approximation 

and detail images. Let Anj(x,y) be the low frequency band 

of source image In(x,y) after j
th

 iteration of second and 

fourth order PDE filter. The high frequency band Dnj(x,y) 

are obtained by subtracting Anj(x,y) from  In(x,y). The low 

frequency bands contain the average image information 

whereas the high frequency bands contain detail 

information. So, it is necessary to have different feature 

selection decision mechanism to select the coefficients 

from the low frequency and high frequency bands as 

shown in Fig 3.The fast and efficient fusion rules were 

employed to combine low and high frequency band to 

select the coefficients from low and high frequency band. 

To fuse high frequency band images, Principal Component 

analysis is used whereas fusion rule ranging from average 

to various focus measures were used to fuse the low 

frequency band images.  

 

 
Figure 3: Proposed Multi Focused Image Fusion 

 

Method 1: This method uses the same activity measure to 

select the coefficients from high and low frequency bands 

to form fused image. The optimal weights based on 

principal component analysis are used to select the 

required information from high and low frequency band 

images and to form the final fused image. To find the 

principal component value, each high frequency bands 

(D1j(x,y), D2j(x,y))   are considered as column vectors of a 

matrix M. The covariance matrix CMM of matrix M is 

found by taking each row as an observation and each 

column as a variable. Next the Eigen values λ1 & λ2 and 

corresponding Eigen vectors Φ1 & Φ2 of CMM are 

calculated. Let λmax be the largest Eigen value from λ1 & 

λ2 and corresponding Eigen vector be Φmax. Calculate 

principal components P1 and P2 corresponding to Φmax by 

normalizing their values as follows: 𝑃1 = Φmax (1)∑ Φmax (i)𝑖 ,   𝑃2 = Φmax (2)∑ Φmax (i)𝑖             …… (4) 
These principal components P1 and P2 act as weights to 

fuse high frequency bands into  final high frequency band. 

 

Method 2: This method uses separate activity measure for 

low and frequency sub bands. The objective of any image 

fusion algorithm is to identify, compare and transfer the 

important visual information from source images into a 

fused image without any loss. Visual information is 

conveyed by gradients and edges in images. Since, low 

and high frequency sub bands contain different 

information, a good image fusion algorithm should deal 

the low frequency and high frequency sub bands 

separately. This method uses Li activity measure [6] to 

fuse low frequency bands and principal component 

analysis to select the coefficients from high frequency 

bands. 

 

Method 3: In this method, the salience match measure 

based fusion rule [7] is applied to the low frequency bands 

 

Decomposition 

 

Fusion 

 

Recomposition 
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and principal component analysis is used to select the 

coefficients from high frequency bands. The salience of 

low frequency band is computed as a local energy in the 

neighborhood of a coefficient. The salience of coefficient 

‘p’ of band ‘A’ over an window is denoted as E(A,p) and 

calculated as: 

q)(A,2
jW(q)C

Q

  p)E(A, 



          …… (5) 

where w(q) is a weight and 
Q

w(q)=1. At a given 

decomposition level j, this fusion scheme uses two distinct 

modes of combination namely Selection and Averaging. In 

order to determine whether the selection or averaging to be 

used, the match measure M(p) is calculated as: 

p)E(B,p)E(A,

q)(B,jq)C(A,jW(q)C

Q

2

 M(p)








       ……. (6)
 

If M(p) is smaller than a threshold T, then selection mode 

is used. In this mode, the coefficient with the largest local 

energy is placed in the composite transform. It is 

implemented as: 















p)(A, E p)E(B, p),(B, Cj

p)(B, E p)E(A, p),(A, Cj
 p)(F, Cj

      …… (7)
 

If M(p)  T, then averaging mode is used to form the 

composite transform coefficient. It is implemented as: 















p)(A, E p)E(B, p),(A, Cj Wp)(B, CjW

p)E(B, p)E(A,p),(B, Cj Wp)(A, CjW
 p)(F, Cj

minmax

minmax

 
….. (8)

 where  
T-1

M(p)-1
0.5-0.5  Wmin 







 & )minW-(1maxW   

A binary decision map is used to record the coefficient 

selection results. If the coefficient is from image ‘A’, the 

logic value ‘1’ is stored in the map. Otherwise, logic value 

‘0’ is stored. Then, consistency verification is applied to 

this binary decision map. The fused coefficient map is 

generated based on new binary decision map. The fused 

image is obtained by applying inverse transform on fused 

coefficient map.   

 
Method 4: In this method, absolute of maximum value as 

activity measure is used to fuse the low frequency band. 

This activity measure preserves dominant features at each 

scale in the fused image. The low frequency bands contain 

the average image information. Since larger absolute 

coefficients correspond to sharper brightness changes, the 

absolute maximum value is used as activity measure for 

low frequency bands. 

Method 5: This method uses average value as activity 

measure to fuse low frequency bands and principal 

component analysis to select the coefficients from high 

frequency bands. 

IV. RESULTS AND DISCUSSIONS 

Analysis and Experimental results are provided in this 

section to find out the strength of second and fourth order 

partial differential equations to arrive an efficient way to 

fuse multi focused images.  The multi focus image fusion 

based on second and fourth order partial differential 

equations are implemented using MATLAB simulation 

package. These approaches are tested with 10 images and 

the factors considered for analysis are Quality Index (QI) 

[8] and feature mutual information values based on 

Gradient MI (Gradient) and Edges MI (Edge) [9-10]. The 

average value of performance metrics for all test images 

are shown in the following Table 1 and from the table it is 

inferred that Method 5 outperforms well for both second 

and fourth order partial differential equations. Also the 

tested images with its fused images using second and 

fourth order partial differential equations are shown in 

figure 3 for qualitative evaluation. From that figure, it is 

inferred that Method 5 outperforms other fusion methods 

and fused images using fourth order PDE gives clear idea 

of the scene without artifacts compared to other methods.   

 

Table I :  Quantitative Results of Multi Focused Image 

Fusion using SPDE and FPDE 
 

Method 1 SPDE FPDE 

QI 0.80761 0.80765 

MI(Gradient) 0.65487 0.65491 

MI(Edge) 0.90302 0.90301 

Method 2 SPDE FPDE 

QI 0.76503 0.77169 

MI(Gradient) 0.61565 0.63096 

MI(Edge) 0.89343 0.90335 

Method 3 SPDE FPDE 

QI 0.80752 0.8076 

MI(Gradient) 0.65305 0.65378 

MI(Edge) 0.90201 0.90185 

Method 4 SPDE FPDE 

QI 0.77447 0.77483 

MI(Gradient) 0.62277 0.64075 

MI(Edge) 0.89541 0.89293 

Method 5 SPDE FPDE 

QI 0.80861 0.81166 

MI(Gradient) 0.65488 0.65493 

MI(Edge) 0.90303 0.90305 
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 Figure 4: Results of Multi Focused Image Fusion using SPDE and FPDE 
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V. CONCLUSIONS 

This paper compares and presents the application of 

second and fourth order partial differential equations in 

multi focused image fusion. Five methods of multi focused 

image fusion was implemented and tested with 10 sets of 

images. From the results, it is inferred that average value 

as activity measure to fuse low frequency bands and 

principal component value as activity measure to fuse high 

frequency bands produces best results for both second and 

fourth order PDE. In addition to that it, fourth order PDE 

outperforms second order PDE for all methods of multi 

focused image fusion and produces best results in terms of 

Quality Index, Gradient based Mutual Information and 

Edges based Mutual Information.  
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