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-------------------------------------------------------------------ABSTRACT--------------------------------------------------------------- 
The trend of online-shopping has gradually increased and this trend is growing with a fast pace in the present 

scenario. As the trend of online-shopping is growing day by day, the prediction of consumer purchasing behavior 

and choices is becoming as a topic of curiosity for the researchers and business-organizations. It is very 

challenging to predict buying behaviour of clients in advance. The discovery of consumer purchase patterns in 

advance can be proven useful for increasing the growth of businesses and generation of revenue. This proposed 

research work is an effort to develop a framework that presents some useful insights and predicts consumers’ 
shopping behaviour by applying effective machine learning techniques.The present research work studies and 

analyses the various aspects and dimensions of online shopping which may impact the experience of purchasing by 

examining the considered data-set. Further, the thorough study of different machine-learning classification 

algorithms was performed to be applied for developing a new and better model for analyzing the online purchase 

data. Some chosen algorithms were applied on the selected data-set and performance evaluation was done using 

the performance metrics. The algorithm that performed well in terms of accuracy and other factors were chosen 

for developing the new model. 

Keywords – Online shopping, customer prediction, future preferences, machine learning, e-commerce, 

recommendation system, classification 

----------------------------------------------------------------------------------------------------------------------------- --------------------- 
Date of Submission: Apr 27, 2022                  Date of Acceptance: May 25, 2022  
----------------------------------------------------------------------------------------------------------------------------- ---------------------
1. INTRODUCTION 

The evolution of internet and e-commerce has totally 

transformed not only the consumers’ way of purchasing 
but also the marketing strategies of the businesses or 
brands for attracting and retaining the customers by 
customizing the communications for specific customers 
[1].This growth of such e-shopping platforms has also 
created challenges for the businesses or marketing 
professionals to run their businesses properly and 
successfully. The future of e-commerce is totally 
dependent on technology and professionals who are able 
to develop such personalized purchasing experience for 
the coming consumers to increase the purchase revenue 
[2]. With the benefits of this new trend, there are so many 
new challenges arise which have to be faced for 
implementing this new kind of framework as it is 
completely dependent on technology. There are many 
factors which may affect the business of e-commerce such 
as internet, proper UI, offering personalized choices, 
appropriate presentation of the product and many more 
[3,4].  

The motivation of opting this particular research area and 
topic is that it is an emerging topic of interest in present 
time as huge number of consumers are opting for online 
shopping and also the duration of COVID has directed the 
uninterested consumers also towards e-commerce and this 

trend will continue in coming future also [5]. Thus, 
prediction of consumers’ purchase pattern is crucial for 
running the any kind of online businesses. A marketing-
firm which is capable to make predictions about its 
clients’ buying and browsing behaviour will be able to add 
and retain more clients, thus, increased revenue [6]. The 
present research work is an effort to develop such 
improved model which can effectively predict the 
purchase behaviour by analysing click stream data of user 
sessions by the application of various Machine Learning 
(ML) techniques [7]. A dataset of users’ session’s data has 
been considered for analysis and feature importance is also 
considered to be applied to ML algorithms as it will 
perform better [8]. The most appropriate features have 
been fed to the training model for the improved accuracy 
and performance. The results of the experimental frame 
work states that the classic-gradient-boosting algorithm 
performed the best among all the classification algorithms. 
The key contributions of the work are summed up as 
follows. 

1. Firstly, a dataset has been collected 
characterizing the users’ different sessions data. 
Pre-processing and restructuring of data have 
been done.  
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2. Data analysis has been performed for generating 
various insights from the existing data for 
developing a better system.  

3. A variety of ML classification algorithms have 
been considered studied and applied. The 
performance evaluation of all the techniques has 
been performed.  

4. The best performed classification algorithm has 
been considered for designing the new improved 
framework for predicting the consumer 
behaviour. 

The organization of the paper is in following manner. The 
first section presents introduction about the area of 
research work. The second section provides an overview 
about the trends of online shopping. The third section 
states the benefits of predicting consumer buying 
behaviour. The fourth section reviews the literature of the 
related work. The fifth section is all about the research 
methodology and proposed work. The sixth section 
presents the performance analysis of all the techniques 
whereas the paper ends with the last section that is 
conclusion. 

2. CONSUMER-BEHAVIOUR ESTIMATION 

Consumer-behaviour is a factor that involves the track 
record of whole journey of purchasing any product that 
how an item was reached, selected, purchased and what 
other items were viewed etc. [9]. Various factors are there 
that may affect this behaviour as shown in the fig 1 below. 

 
Fig. 1 Various aspects of consumer behaviour 

To figure out the choices and interests of consumers, there 
is a need of combining the operation-data and experience-
data together which are called O-data and X-data [10]. The 
O-data includes information about finance, sales or HR 
whereas the X-data may involve the information about 
consumer satisfaction score and net-promoter score. This 
combination of this O-data and X-data may provide the 
businesses a thorough understanding about the growth, 
revenue generation and consumers’ purchase pattern for 
future insights [11]. By predicting behavioural patterns of 
consumers in advance, one will be able to figure out the 
points such as reduction in consumer churn, identification 

of high valued consumers, encouragement of loyal clients, 
reaching to the demand properly, less expenditure on 
market campaigns and improving the consumer experience 
etc. [12].Thus, the businesses are following some tactics 
for winning more number of customers, increasing their 
revenue and performance which are as follows. 

2.1. Decrease the consumer churn 

Consumer churn can be described as the number of 
consumers who leave or stop purchasing from a company 
in particular time duration. It can have significant impact 
on the growth and revenue of a company [13]. Generally, 
the strategies are made for targeting new clients but it is 
far more costly to acquire new clients rather than retaining 
the old ones. Thus, by analyzing the X-data and O-data 
combinedly, the possible reasons of churn can be 
identified for the growth of business [14].   

2.2. Improve the consumer retention 

Consumer-retention is an important aspect for growing 
rate of business. By examining O and X data properly, it 
can be identified which consumers will stay and who is 
about to left. Thus, by planning some actions and 
strategies accordingly may help in retaining the likely to 
churn consumers. This reduces the requirement of 
targeting new customers as well as increases the profit 
[15]. 

2.3. Improved consumer-satisfaction 

Having an understanding and idea about the consumers’ 
demands, interests and satisfactory levels are essential for 
the successful execution of a business. It may be proven 
useful in creating more revenue and recommending new 
consumers for purchase [16]. So, the increment in 
consumers’ satisfaction level can greatly increase the 
consumer loyalty and purchase rate.  

2.4. Improved consumer involvement 

By collecting the users’ experience data through the 
surveys, feedbacks or social-media, the metrics of 
consumer involvement can be acquired such as what are 
motivations that attract a consumer towards your business 
[17]. After the exploration of such motivational data, the 
mapping of such information can be done for achieving 
proposed business outcomes like sales, customer 
satisfaction scores and NPS etc. [18]. 

2.5. Triangulation of Customer-Experience (CX) data 

Data-triangulation can be defined as the validation of the 
data from multiple resources. Such approach may provide 
the more accurate data for the analysis that results into 
more accurate and precise insights [19]. Triangulation of 
data mainly depends on the process of collecting, 
examining, and actioning on the CX data for predicting the 
behavioural patterns before a transaction occurs. As an 
example, the NPS data is a measure of how much the 
customers are satisfied with a company’s products. It can 
be useful in developing regression models and analyzing 
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the clients particularly on their own terms and conditions 
[20]. 

2.6. Utilization of product feedbacks 

Listening to consumer feedbacks can be a significant 
factor in improving the overall engagement. The 
feedbacks are the mirror image of what a consumer wants 
and what motivation can retain him to your products [21]. 
Actions taken in time according to the feedbacks are 
useful in enhancing the user-experience as well as creating 
good products and services according to the user needs. 
By applying this tactic, there is a reduction in the problem 
generated because of a bad product, thus, increased focus 
on the revenue generation ideas [22].  

2.7. Tracking of brand-value 

The task of analyzing and examining the consumer 
demands is an ongoing and never-ending process as there 
are very dynamic. For creating a suitable CX-program, it 
is very important to track the brand health. Tracking the 
trend of your products provides a clear picture of where 
you stand in this fast-paced economic environment also 
helps in providing the insights about the future trends 
before their occurrence. This will also be useful for 
identifying the effects of consumer experience on existing 
brand [23, 24]. 

2.8. Apply the ML techniques 

The application of ML techniques is tremendously useful 
for making the predictions about the consumers’ choices, 
interests and requirements [25]. These techniques turn the 
huge amount of the data into significant predictions. It 
enables the brands and businesses towards creative and 
critical thinking through the data analysis. With the 
automation of this prediction process, one will become 
capable of taking quick operational and marketing actions 
to resolve the problems before they become public [26]. 

3. RELATED WORK 

The prediction of online buying behaviour has studied by 
various researchers of this field [27]. The current 
researchers have developed various frameworks to inspect 
purchasing predictions by utilizing the data of previous 
users’ sessions [28]. A web-site for a e-commerce 
business is an important aspect for increasing sales and 
marketing the products among customers. The studies 
shows that a web-site of any e-business may increase the 
popularity and revenue and build the trust in the people 
[29].Experimental findings presented that integrating the 
behavioural attributes of users to the ML techniques 
increases the performance of ML algorithms to predict the 
buying pattern.  

Zeng et al. (2019) have proposed a prediction model of 
that analyses the purchase behaviour of China people 
during a festive season. A finding says that if a user is 
interested towards a product, then he/she spend more time 
to investigate that particular product [30]. Mokryn et al. 
(2019), analysed the Logistic-Regression (LR), Decision-

Tree (DT) classification and bagging to examine the 
impact of the attributes such as time, trendiness of the 
product etc. on the performance of predicting purchase 
pattern and it was discovered that bagging method 
performed the best among all [31]. Wu et al. (2015) 
presented a model of predicting buying behaviour that 
aims to identify click-stream patterns instead of session 
attributes. The findings of experiment proven that by using 
features of click-stream patterns, the accuracy of 
prediction can be enhanced [32].  

Bo Wang et al. (2018), presented a customized 
recommendation frame work on the basis of user 
feedbacks generated implicitly. The input to the 
framework is buying behaviour, their comparisons and 
product sequences. This whole data can be accessed 
through the session logs of the users [33]. 

Andres Ferraro et al. (2018), developed a new method for 
improving the recommendations on the basis of a metric-
of-choice by combining various different ML algorithms 
for individual users based on their performance. The 
proposed technique is able to forecast any probable fault, 
that a system may produce for every user on the basis of 
their previous behaviour. Thus, the new method suggested 
was a regression-model considering various metrics 
predicting performance of the system based on the 
parameters that predict system performance based on a 
variety of parameters that describe the previous activities 
of the users [34].Reis et al. (2018) aims at providing 
insights about the whole digital-transformation and future 
directions for the research. By considering almost 300+ 
articles, this paper tends to present a thorough review of 
related literature [35]. 

According to Çelik et al. (2019), with the growing use of 
social-networking sites, the business organizations have 
created the reach to customers by delivering their services 
and products to the social- media platforms. Every person 
has different choices of products or services. Gender is an 
important aspect to figure out the interests. The social-
media audience can be targeted on the basis of gender to 
increase the revenue by creating offers and discounts on 
particular products. The prime objective of this study is to 
estimate the gender of social-media commentators through 
the application of ML algorithms mostly by analyzing the 
names[36]. 

Kai Wang et al., 2019 proposed a customized product 
recommender system based on clustering. The naïve k-
Nearest Neighbour (KNN) method has its own limitations 
of selecting near-by data-points. For developing this 
product recommender framework, the Recurrent Neural 
Network (RNN) and attention methods were merged. This 
research work was proven to be successful to solve the 
issues of diversity and scalability [37]. 

Kim et al. (2020) proposed a new system for predicting 
buying behaviour in real-time by analyzing the users’ 
pattern of visiting physical stores. They settled up some 
cameras and sensors and applied the object-detection 
techniques to record the purchase actions. It was a very 

https://link.springer.com/article/10.1007/s12525-020-00448-x#ref-CR56
https://link.springer.com/article/10.1007/s12525-020-00448-x#ref-CR53
https://link.springer.com/article/10.1007/s12525-020-00448-x#ref-CR24
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challenging and expensive task. The models of making 
prediction about purchase are effective, configured easily 
and well-integrated with the existing system [38]. 

Esmeli et al. (2020) proposed and developed a novel-
framework to predict the consumers’ purchasing intention 
at the early phase. The framework is capable of 
personalizing the content and providing offers and 
discounts accordingly. They analysed the purchase 
behaviours of the users by discovering the hidden patterns. 
These patterns are useful to create customized marketing 
schemes for individual customers, thus, improving the 
sales ultimately [39]. 

4. PROPOSED METHODOLOGY AND WORK 

The trend of online shopping is evolving day by day 
rapidly. It is an important aspect to predict consumer 
purchase behaviour in advance for automating the 
marketing strategies for more revenue generation and 
targeting the customers [40]. The prime objective of this 
research work is to propose such a framework that predicts 
the shoppers’ intention by applying the best ML algorithm 
in terms of performance and accuracy. 

 

Fig. 2 Flowchart of proposed methodology 

4.1. Dataset Description 

The data-set used here is Online-Shoppers’-Intention 
opted from UCI repository that consists of 18 features 
which includes both, categorical and numerical features, 
collected from around 12330 sessions belonging to 
different users over a period of one year [41].Almost 85% 
samples are negative and rest are the positive samples 
which indicates a transaction was completed. The 
proposed work was carried out in two phases- first is 
analysis of data-set and selection of classification-
algorithm. In the first phase, various factors affecting the 
consumer purchase, were analysed and in the second 
phase, different ML algorithms such as Support Vector 
machine (SVM), Ada-Boost, Naïve Bayes (NB), Random 
Forest (RF), Gradient Boost (GB), KNN and LR classifier 
[42]. 

4.2. Exploratory Analysis 

This section tries to analyse various aspects that may 
create an impact on the consumers’ purchase behaviour 
when handled properly [43]. Thus, by examining those 
features useful suggestions and recommendations can be 
made for the growth of e-businesses. The analysis of the 
significant factors is as follows. 

4.2.1. correlation among various factors 

By observing the following plot in fig3, it can be seen that 
there is a very less correlation the different attributes of 
the considered data-set. Very few attributes are there 
which are highly correlated i.e., the value of correlation is 
greater than or equal to 0.7 such as Exit-Rate & Bounce-
Rate and Product-Related and Product-Related-Duration. 
The other attributes are less correlated i.e., the value of 
correlation lies between 0.3 to 0.7 

 
Fig.3 Relation between different features 

4.2.2. Analysis of web-pages 

The analysis of the various attributes related to web-pages 
was performed and the following graphs were plotted 
against the revenue attribute. 

 
Fig. 4 Plot between administrative and revenue 
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Fig. 5 Plot between informational and revenue 

 
Fig. 6 Plot between Product Related and revenue 

 

 
Fig. 7 Plot between Administrative Duration and 

revenue 

 
Fig. 8 Plot between Informational Duration and 

revenue 

 
Fig. 9 Plot between Product Related Duration and 

revenue 

By examining the above plotted box-plots in fig. 4 to fig. 
9, it can be observed that generally the viewers visit a 
lesser number of pages and for less time duration if they 
are not intended to purchase something. The time spent on 
the Product Related pages is higher than the time spent on 
the Administrative or informational web-pages. The very 
first three attributes show a skewed distribution towards 
the revenue feature. 

4.2.3. Analysis of Page-Metrics 

The all three google-analytics metrics related to bounce-
rate, exit-rate and page-value have been visualized in this 
section. 
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Fig. 10 Distribution of bounce-rate 

 

 
Fig. 11 Distribution of exit-rate 

 

 
Fig. 12 Distribution of page-values 

By observing the above three plots in fig. 10 to fig. 12, it 
can be pointed out that the bounce-rate and page-value 
attributes are not having a normal-distribution. All the 
three attributes are skewed towards right direction and 
have more outliers. The average value of exit and bounce 
rates is subsequently low for most of the data-points which 
is a good indication that customers are visiting and 
engaging themselves with the web-site. Exit-rates has 
higher values than the bounce-rate attribute which is good. 

4.2.4. Visitor-Analysis Based on Various Factors 

In this section, the analysis of visitors has been presented 
on the basis of various aspects such as type of operating 
system or browser used, from which region the users are 
belonging to and the type of the traffic. By discovering the 
insights through this data, appropriate strategies may be 
designed for improving the existing system. 

 
Fig. 13 Visitors analysis based on operating system 

 
Fig. 14 Visitors analysis based on browser 
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Fig. 15 Visitors analysis based on region 

 
Fig. 16 Visitors analysis based on traffic-type 

By examining the above fig. 13 to fig. 16, it can be 
observed that the operating system of category 2 is having 
around 7000 samples in the dataset i.e., it is mostly used 
by the users and the second most popular category is 
category 1 which have around 2000 samples. It indicates 
that there is need to design such UI which is compatible 
with the all categories of operating systems. The similar 
situation is with the categories of browsers where category 
2 is dominant followed by category 1 and rest of the 
browsers are used very rarely. The plot related to region 
entails that customer from the region of category 1 are 
mostly involved followed by category 2. A smaller 
number of customers are involved related to the other 

categories of the region. It means there should be 
appropriate marketing strategies to be applied to these 
regions for improving the customer involvement. 
According to the traffic analysis plot, the sources of traffic 
are very diverse and may be improved by improving ads 
and SEO optimization. 

4.2.5. Analysis of Visit-Date 

This section analyses the revenue data based on the month, 
weekend, week days and special days. By observing the 
following first plot, it can be concluded that in May and 
March month, there is significantly huge number of visits 
although the purchase rate is low comparatively. No visits 
are there in the month of January and April. A larger 
number of transactions have been completed at the 
yearend i.e., during November and December. 

 
Fig. 17 Month based revenue analysis 

 
Fig. 18 Revenue analysis based on special-days 
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Fig. 19 Visitors analysis on weekend vs week-days 

 

Fig. 20 Revenue generation on weekend vs week-days 

By observing fig. 17 to fig. 20, the assumption can be 
made that if the visit date is near to a special-day, it will 
more likely to be ended with a transaction. Most number 
of the transactions occurred on the special-days. The 
weekend graph indicates that there is a slight increment in 
the transactions on weekends in comparison to the 
weekdays. 

4.3. Selection of Classification Model 

There are various ML algorithms that can be applied for 
classification as well as regression tasks. The proposed 
problem is related to classification i.e., revenue generated 
or not. There are various classification techniques related 
to ML which are going to be applied in this research work 
which are as follows. 

4.3.1. Naive Bayes (NB) Classification 

Some features of the data-set have normal distribution 
whereas the others are not normally distributed [44]. That 
is why the gaussian NB classification techniques has been 
applied in this work. The performance shown by the NB 
classifier is as follows. 

 
 

Fig. 21 performance metric-NB classifier 

The results are not up to the mark and less desirable 
asgaussian-distribution may not fit to all the attributes of 
the data-set. 

4.3.2. KNN classifier 

The scaled dataset version was used to be fed into KNN 
classifier.It is a type of non parametric algorithm [45]. The 
following performance was observed through KNN 
classifier. 

 
Fig. 22 performance metric-KNN classifier 

When compared to NB classifier, KNN classifier performs 
well in terms of f1-score and accuracy but there is a 
decrease in recall value. In next step, hyper-parameter 
tuning was applied to KNN for improving the performance 
through grid-search. 

KNN Tuning 

The following parameters were tuned to be fed into KNN 
classifier such as leaf-size, number of neighbours, 
distance-metric (p) and weights. Leaf-size may have 
impact on the memory and speed parameters. 

 
Fig. 23 Performance metric-tuned KNN classifier 
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Thus, by seeing above fig. 23, it is observed that there is a 
slight improvement in performance of KNN after the 
application of hyper-parameter tuning.  

4.3.3. SVM Classifier 

The dataset used for SVM was after scaling. SVM 
proposes a higher accuracy for classification task. It is able 
to handle the non-linear data through the kernel trick. This 
classifier represents the separation of data-points through a 
hyper-plane with a significant amount of margin [46]. The 
task of SVM is to find an optimum hyper-plane that can 
classify the new data-points effectively.  

 
Fig. 24 Performance metric-SVM classifier 

With comparison to the KNN classifier, SVM offers 
significantly better performance in terms of all the metrics. 
In this direction, next the SVM is applied with tuning of 
hyper-parameters using grid-search. 

SVM-Tuning 

In the process of SVM-tuning, the parameters tuned were 
kernel, regularization and gamma. 

Kernel - The task of kernel is to converts the existing data-
set into a required format. Various functions are there to 
perform this task such as linear functions, polynomial 
functions and radial functions. These transformations of 
data-set can offer the classifiers with improved accuracy 
and performance [47]. 

Regularization- This process is used for avoiding 
misclassification of training data. It represented by 
alphabet ‘C’. The lower values of C results into a hyper-
plane of larger margin whereas the higher values of C will 
result into a small area of hyper-plane. 

Gamma: The lower values of gamma consider the far 
away data-points whereas the higher values will consider 
only the nearby data-points which may cause over-fitting. 

 
Fig. 25 Performance metric-tuned SVM classifier 

By tuning the above explained parameters, there is an 
increase can be seen in the performance of SVM i.e., 
accuracy and f1-score values are significantly improved as 
shown in fig. 25. 

4.3.4. LR Analysis 

LR technique is a kind of statistical-analysis that makes 
estimation about the association between the parameters 
such as dependent and independent variables by 
implementing logistics function [48]. 

 
Fig. 26 Performance metric- LR 

The simple LR classifier resulted into less f1-score value 
and accuracy in comparison with the SVM classifier. The 
next version of LR was implemented with hyper tuning of 
parameters. 

LR Tuning 
The LR classifier is implemented with tuning of hyper-
parameters which resulted into the following metrics. 

 

Fig. 27 Performance metric- tuned LR 

The above metrics clearly states that with the use of hyper 
parameter tuning, there is a slight improvement in the 
value of f1-score and accuracy of LR classifier but the 
performance of SVM is better still. 

4.3.5. RF Classification 

The RF classifier works on a group of different DT 
classifiers. It considers the various samples of DT’s and 
calculates the average value of the sub samples for 
increasing the prediction accuracy and controlling the over 
fitting [49]. The size of the subsamples is handled with the 
attribute “max-samples” otherwise all the samples of data-
set would be used to create every tree. 
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Fig. 28 Performance metric- RF classifier 

The above fig. 27 represents the performance of RF 
algorithm. The RF classifier with default values of 
parameter offers higher f1-score and accuracy than all the 
other algorithms implemented in this work. Next, The RF 
classifier is implemented with tuning of hyper-parameters. 

RF Tuning 
In RF tuning, various parameters were used for tuning 
purpose such as n-estimator, max-features, max-depth, 
min-sample-split and min-sample-leaf. N-estimator 
represents the number of trees in RF. Max-feature 
represents the maximum number of features that are used 
to split a node. Max-depth is used to define the maximum 
number of levels in each DT. Min-sample-split denotes the 
number of data-points in a tree node before it is splitted 
and min-sample-leaf defines the minimum number of 
data-points that can be allotted to a leaf-node of tree [50]. 

 
Fig. 29 Performance metric- tuned RF classifier 

The tuned version of RF algorithm has presented the best 
values of precision, accuracy, f1-score and recall till now. 

4.3.6. GB Classifier 

GB is ML technique used for regression as well as 
classification. It is a type of binary classifier. It is a robust 
and effective technique to generate prediction models. It 
generates a predictive model as a collaboration of various 
weak models [51].The key advantage is that it is capable 
of handling mixed kind of data naturally. 

 
 

Fig. 30 Performance metric- GB classifier 

The simple GB classifier performs better than the RF 
classifier as shown in fig. 30. The next version of GB 
classifier was generated by applying hyper-parameter 
tuning.  

GB Tuning 
In this, various numbers of hyper-parameters were tuned 
such as n-estimators, loss, rate of learning, sub-sample, 
max-feature, max-depth, min-sample-split and min-
sample-leaf [52]. Because of the huge number of 
parameters for testing, the random search has been used 
for this. 

 
Fig. 31 Performance metric- tuned GB classifier 

By examining the above metrics in fig. 31, it can be stated 
that the default GB classifier is slightly efficient than the 
tuned one. 

4.3.7. AdaBoost Algorithm 

Ada-Boost algorithm is a type of ensemble method used as 
boosting process. In this, weights for every instance are re-
assigned which are classified incorrectly for finding the 
best model [53]. 

 
Fig. 32 Performance metric- Ada-Boost 
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It can be noted from the above metrics that the 
performance of Ada-Boost is lower than the GB classifier. 
Tuned version is also tried for Ada-Boost by adjusting the 
parameters such as number of estimators and learning rate. 

 
Fig. 33 Performance metric- tuned Ada-Boost 

The tuned version of Ada-Boost has a performance 
improvement in comparison to the previous version, 
especially in terms of f1-score and precision as per fig. 
33.Still, it is not higher than the GB classifier. 

5. COMPARATIVE ANALYSIS OF MODELS 

Seven different classification algorithms have been studied 
and implemented in this work. The performance 
evaluation and comparison of all the algorithms is as 
follows.  

 
Fig. 34Performance comparison of different classifiers 

ROC stands for receiver operating characteristics curve. It 
is a significant metrics for evaluating the performance of 
binary classification techniques. It is basically a 
probability plot which tells how much a prediction model 
is accurate in distinguishing between the classes [54].An 
ROC curve is plotted for visualizing the performances of 
all the seven classifiers for selecting best among them for 
generating the prediction model. 

 
Fig. 35 ROC curve for performance evaluation 

It can be clearly stated from the above ROC curve in fig. 
35 that among all the classification algorithms, the GB 
classifier is having highest performance in terms of all the 
measures such as accuracy, precision and f1-score. Thus, 
it is the algorithm which will be chosen for the further 
work. 

6. CONCLUSION 

In this era of internet, e-business and online shopping, it is 
a key requirement to make predictions about the users’ 
shopping behaviour and the other collected information 
for better execution of these kind of businesses and 
customer retention. The main aim of the work done is to 
propose such a framework which can present insights 
generated out of the analysis of data and to implement and 
compare various ML classification techniques to choose 
the best technique among all for developing a model of 
best performance. In this direction, seven distinct 
algorithms have been selected and implemented for 
making a comparison. For enhancing the performance of 
classifiers, the hyper-parameter tuning was used.  

Thus, by analyzing the performance metrics of all the 
classifiers, it has been concluded that the best performing 
algorithm is GB classifier followed by RF, SVM and 
others. The best performing algorithm have accuracy 
around 91% and precision around 76%. So, the GB 
classifier is an efficient classifier for predicting that a 
customer will make a purchase or not. This prediction of 
shopping behaviours of customers is useful for 
emphasizing the interested customers for making them 
generate a revenue in future. 

There is much scope of research in future also in this 
particular field. As, it can be seen that the considered data-
set is skewed and unbalanced in nature. Thus, different 
methods may be used in future for handling better and 
reducing the impact of the un-balanced data for achieving 
a much better performance. 
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