What happens when adaptive video streaming players compete in time-varying bandwidth conditions?
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ABSTRACT

Competition among adaptive video streaming players severely diminishes user-QoE. When players compete in time-varying conditions, varying network bandwidth which can make the situation even worse. This work focuses on such a situation. It evaluates current heuristic adaptive video players at a bottleneck link with time-varying bandwidth conditions. Experimental setup includes the TAPAS player and emulated network conditions. The results show PANDA outperforms FESTIVE, ELASTIC and the Conventional players.
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I. INTRODUCTION

The concept of adaptive video streaming is based on the idea to adapt the bandwidth required by the video stream to the throughput available on the network path from the stream source to the client [27]. These algorithms can live at the server [2], at an intermediate network device [28] or at the client [17]. With the client-side approach it is the player that decides what bitrate to request for any fragment, improving server-side scalability [2]. A benefit of this approach is that the player can control its playback buffer size by dynamically adjusting the rate at which new fragments are requested. The adaptation is performed by varying the quality of the streamed video. Multiple video segments constitute a video stream lasting from as little as 2 seconds to as much as having a 10 second chunk delivery rate. Segments are encoded and stored on the server in numerous quality versions, termed representations. Each version has a unique resolution, bitrate and/or quality. A client downloads segments using HTTP GET statements [26]. However, with adaptive streaming a client might request subsequent segments at different quality levels to manage varying network conditions, based on an estimation bandwidth. To do this it uses a manifest file that contains information about the video segments. Protocols and standards such as MPEG Dynamic Adaptive Streaming over HTTP (DASH), Apple HTTP Live Streaming (HLS), Microsoft Smooth Streaming (MSS) or Adobe HTTP Dynamic Streaming (HDS) typically use a media playlist that contains a list of uniform resource identifiers (URIs) that are addresses to media segments [36]. The process of determining the ideal representation for each segment to enhance the user’s experience is pivotal to adaptive streaming. The controller algorithm estimates the network bandwidth and chooses the next bitrate level corresponding to the available network bandwidth. Variations in the available bandwidth will result in jerky playback and disruption of the video playback if the throughput falls below the bit rate requirement of the video. This is the major challenge in adaptive video streaming. Selecting appropriate bitrate levels helps to maximize the user experience. Generally, higher bitrates and resolutions will give better user experience. For example, if a client approximates that there is 9.5Mb/s available in the network, it might request the server to stream video compressed to the highest video rate available in the network, it might request the server to stream video compressed to the highest video rate available, 9.5Mb/s, or the next rate below, 9.3Mb/s. If the client picks a video rate that is too high, the viewer will experience annoying re-buffering events; if they pick a streaming rate that is too low, the viewer will experience poor video quality. In both cases, the experience degrades 0, [19], [40], and user may take their viewing elsewhere [10]. It is therefore important for a video streaming service to select the highest safe video rate. [13].

Adaptive streaming uses the HTTP/TCP protocol stack to transmit video Web traffic. Thus, the development of this wave of HTTP-based streaming applications is not referred to as adaptive streaming over HTTP. The use of HTTP/TCP protocols for video streaming is because of the advantages that HTTP/TCP offers. It allows standard web servers and caches to be used increasing its’ cost effectiveness. Another advantage is that all firewalls are configured to support HTTP connections [27]. In addition,
is allows better scaling as HTTP is stateless and the
streaming session is managed by the client, thus reducing
the load on the server. However, HTTP/TCP use reveals
further challenges as adaptation is on top of TCPs
congestion control algorithm, which forms nested control
loops. As the throughput of the TCP connection depends
on both the link capacity and the amount of congestion,
the throughput can vary significantly over time [32].

Video over IP is becoming more and more important as
we move further into the twenty-first century. The Internet
is still growing rapidly, and more uses are being found for
video users. These include real-time online visual
assistance, video
learning, live event streaming, smart HDTVs, mobile
phones, gaming devices, computers and visual
communication among others. As the content quality is
improving to meet end-user demands the bandwidth
requirement for such devices is rapidly increasing. With
increasing bandwidth demands and profuse video content,
it is becoming likely that two or more adaptive streaming
players may have to share a network bottleneck. This will
result in a competition for available bandwidth. Example
scenarios where this can take place are, when a number of
people in the same household view similar or different
videos simultaneously. Here, the domestic broadband
access link is the shared bottleneck. Another instance of
such competition is when many users watch the same live
event (such as World Cup Soccer) online. The shared
bottleneck may be an edge network link in this scenario. It
has been previously observed that such competition can
lead to performance issues. [3], [23], [29]

II. PROBLEM DEFINITION

In the presence of competing HTTP-based adaptive
streaming (HAS) clients the TCP throughput does not
always faithfully represent the fair-share bandwidth [22].
Three performance issues that can take place when two or
more adaptive streaming players share a network
bottleneck and compete for available bandwidth are
instability, unfairness and utilization [1]. It is shown that
in the case of two competing video flows FESTIVE and
ELASTIC provide a received video rate that oscillates
around the fair share, but with an increased number of
video level switches [8]. Depending on the temporal
overlap of the ON-OFF [18] periods among competing
players, they may not estimate their fair share correctly
[1]. In the case where both players overestimate their fair
share, they may request a video representation with a
higher bitrate than the fair share, which causes network
congestion. Consequently, the players measure that their
TCP throughput is lower than their previous fair share
estimate, and so switch down to a lower video bitrate level.
This creates a repeating oscillatory scenario, so inducing
instability. A scenario can also occur where some players
are requesting chunks with lower bitrates than the other
players. This can occur as some players observe a
throughput lower than the fair share, while others observe a
throughput that is more than the fair share. This means that
some players overestimate its fair share. When some
players overestimate their fair share, it can be that the
system of players converge to a stable equilibrium, but
unfair. This occurs as the players with the larger fair share
estimates request higher bitrate video levels. Even in the
case where two players estimate their fair share correctly,
bandwidth underutilization can still be prevalent. This
occurs as both players request the same lower video bitrate
level, which causes underutilization, even though stability
and fairness still exist. In reality, several other factors can
play an important role in the appearance and extent of
instability, unfairness and underutilization, such as the
exact player adaptation algorithm, TCP dynamics,
bandwidth fluctuations, and the variability of the video
encoding rate [1]. We group these problems into three
categories: The first relates to the stability of the players in
terms of requested bitrates and video quality. The second
is the unfairness among competing players. The third is
the potential bandwidth underutilization when multiple
adaptive players compete.

III. LITERATURE REVIEW

The literature review is divided into the three most
popular methods for video adaptive streaming, proxy-
based, server-based and client-based. It has been shown
that today’s adaptive streaming techniques underperform
when multiple clients consume video at the same time, due
to fairness issues among clients. Concretely, this means
that different clients negatively influence each other as
they compete for shared network resources. FINEAS (Fair
In-Network Enhanced Adaptive Streaming) is proposed
[31], which is capable of increasing clients’ Quality of
Experience (QoE) and achieving fairness in a multi-client
setting. A key element of their approach is an in-network
system of coordination proxies in charge of facilitating fair
resource sharing among clients. They claim that fairness is
achieved without explicit communication among clients
[31]. In addition, viewers using HTTP Adaptive Streaming
(HAS) without sufficient bandwidth undergo frequent
quality switches that hinder their watching experience.
This situation, known as instability, is produced when
HAS players are unable to accurately estimate the
available bandwidth. Moreover, when several players
stream over a bottleneck link, their individual adaptation
techniques may result in an unfair share of the channel.
These are two detrimental issues in HAS technology,
which is otherwise very attractive. The authors [20]
describe an implementation in the form of an HTTP proxy
server and show that both stability and fairness are strongly
improved. In [6] several network-assisted streaming
approaches which rely on active cooperation between
video streaming applications and the network are
explored. They use a Video Control Plane which enforces
Video Quality Fairness among concurrent video flows generated by heterogeneous client devices. A max-min fairness optimization problem is solved at run-time. They compare two approaches to actuate the optimal solution in an SDN network: the first one allocating network bandwidth slices to video flows, the second one guiding video players in the video bitrate selection.

In [36] the bandwidth estimate generated at the server is used for server-side adaptive bit encoding of digital media streams. The server application measures the network bandwidth available to the individual client for TCP/IP downloads of media and accordingly adjusts stream bit rate and composition to allow the client to retrieve the media stream with sufficient time margin to minimize the occurrence of underflow of client playback buffers. The root cause of the instability problem is that, in Steady-State, a player goes through an ON-OFF activity pattern in which it overestimates the available bandwidth [2]. They propose a server-based traffic shaping procedure that can considerably lower such oscillations. Their procedure is only triggered when oscillations are identified, and so the shaping rate is dynamically adjusted. This ensures that the player receives the highest available video profile without being unstable. Using HTTP for video streaming significantly increases the request overhead due to the segmentation of the video content into HTTP resources [43]. This overhead becomes even more substantial when non-multiplexed video and audio segments are deployed. The authors investigate the request overhead problem by employing the server push technology in the new HTTP 2.0 protocol. They develop a set of push strategies that actively deliver video and audio content from the HTTP server without requiring a request for each individual segment.

Chunk scheduling with stateless bitrate selection causes feedback loops, bad bandwidth estimation, bitrate switches and unfair bitrate choices [18]. This paper, which portrays the FESTIVE control algorithm, confirms that numerous problems occur when multiple bitrate-adaptive players (adaptation over HTTP) share a bottleneck link [46]. It uncovers the fact that the feedback signals the player receives is not a true reflection of the network state because of overlaying the adaptation logic over several layers. HTTP-based video delivery issues are elucidated: (1) the granularity of the control decisions, (2) the timescales of adaptation, (3) the nature of feedback from the network and (4) the interactions with other independent control loops in lower layers of the networking stack. FESTIVE uses an abstract player state to analyze commercial players: (1) schedule a video chunk for download, (2) select bitrate for chunk, and (3) estimate bandwidth. It identifies root causes of undesirable interactions with abstract state player framework and saw the need to guide the tradeoffs between stability, fairness and efficiency. As a result, the authors created a robust video adaptation algorithm, which tried to achieve: (1) Fairness – equal allocation of network resources, (2) Efficiency – get highest bitrates for maximum user experience, and (3) Stability – avoid needless bitrate switches. The eventual contributions were a family of adaptation algorithms using the following approaches: (1) Randomized chunk scheduling; to avoid sync biases in network state sampling, (2) Stateful bitrate selection; to compensate between biased bitrate and estimated bandwidth interaction, (3) Delayed update; to account for stability and efficiency tradeoff, and (4) Bandwidth estimator; to increase robustness to outliers.

The authors in [22], who proposed the PANDA algorithm, noted that since TCP throughput observed by a client would indicate the available network bandwidth, it could be used as a reliable reference for video bitrate selection. However, this is no longer true when HTTP Adaptive Streaming (HAS) [4] becomes a substantial fraction of the total network traffic or when multiple HAS clients compete at a network bottleneck. It was observed that the discrete nature of the video bitrates results in difficulty for a client to correctly perceive its fair-share bandwidth. Hence, this fundamental limitation would lead to video bitrate oscillation and other undesirable behaviors that negatively impact the video viewing experience. They offered a design at the application layer using a “probe and adapt” principle for video bitrate adaptation (where “probe” refers to trial increment of the data rate, instead of sending auxiliary piggybacking traffic), which is akin, but also orthogonal to the transport-layer TCP congestion control. The authors illustrate a four-step state for an HAS rate adaptation algorithm: (1) Estimating: the algorithm starts by estimating the network bandwidth that can legitimately be used, (2) Smoothing: is then noise-filtered to yield the smoothed version, with the aim of removing outliers, (3) Quantizing: the continuous is then mapped to the discrete video bitrate, possibly with the help of side information such as client buffer size [42], [12], [25] etc., and (4) Scheduling: the algorithm selects the target interval until the next download request. The advantages of PANDA are as follows. Firstly, as the bandwidth estimation by probing is quite accurate, one does not need to apply strong smoothing. Secondly, since after a bandwidth drop, the video bitrate reduction is made proportional to the TCP throughput reduction, PANDA is very sensitive to bandwidth drops.

ELASTIC [8] proposes an approach that uses one controller to throttle the video level (t). This drives the playout buffer length (t) to a set-point qT, which eliminates the ON-OFF traffic pattern. The player is always in ON phase unless (t) is the highest level and q > Qmax (qT). The basic concept is based on the playout buffer state, design a feedback control system that computes l(t) to steer q(t) to a threshold qT. The received rate r(t), is considered as a (measurable) disturbance since it cannot be manipulated. ELASTIC provides a received video rate that oscillates around the fair share, with an increased number of video level switches. However, the main result involved long-lived TCP flows [44], where experimental evaluation showed that ELASTIC is able to get the fair share when competing with TCP long-lived flows.

To the authors review of existing literature there is no known findings of adaptive streaming players with distributed client-to-client communications. We propose, implement and test two algorithms for players using distributed client-to-client communication. It primarily
IV. VARYING BANDWIDTH

In practice, available network resource for media streaming can change over time due to fluctuating link capacity in wireless networks, [34] or influence of other traffic. In an environment with stable capacity, past observations yield good estimates of future capacity. But, if capacity is varying widely, estimating future capacity is much harder, [14]. In general, large buffer sizes compensates network bandwidth variations (time-varying bandwidth). Ample buffering of too many segments guarantees a smooth video rate, [38].

The research community utilizes the term “available bandwidth” in varying context. We adopt available bandwidth as, [33], does. In a network path each link $j$ has a certain capacity or nominal bandwidth, $C_j$. The network interfaces in the nodes at each end of the link determine this value. The nominal bandwidth typically does not vary, cite {ekelin2006real}. Usually, varying bandwidth happens within short time-scales. It is based on the link load, or cross traffic $Y_j(t, \lambda)$, where $\lambda$ is the time resolution describing traffic fluctuations. The cross-traffic rate is given by Equation:

$$Y_j = \frac{1}{\lambda} A_j(t - \lambda, t)$$

where $A_j(t- \lambda, t)$ is the number of bits over link $j$ during a time interval $\lambda$.

The time-varying bandwidth $B_j(t, \lambda)$ of the link $j$ is given by Equation:

$$B_j = C_j - Y_j$$

The bottleneck link is one of the links along the path that has the smallest available bandwidth value. It determines the available bandwidth of the path. The available bandwidth is the smallest increase in traffic load from sender to receiver at time $t$, which causes congestion at some hop on the network path, [16].

Overlapping ON-OFF traffic occurs when players compete for bandwidth at a bottleneck link. This results in poor user-QoE. In addition, (when the bandwidth becomes too high or low in consecutive time intervals) causes user-QoE too quality to suffer even further.

V. EXPERIMENTAL SETUP

The Controller code was written in python. Each player used a port to send broadcast messages periodically to the other players when in BEGGAR state. In addition, all players had a receiver thread running which listens for incoming messages. TAPAS [9], an open-source Tool for rApid Prototyping of Adaptive Streaming control algorithms. TAPAS is a flexible and extensible video streaming client written in python that allows researchers to easily design and carry out experimental performance evaluations of adaptive streaming controllers without needing to write the code to download video segments, parse manifest files, and decode the video. TAPAS has been designed to minimize the CPU and memory footprint so that experiments involving a large number of concurrent video flows can be carried out. The player logs experimental data results. The TAPAS player communicates with the video server in the form of a GET request. The Controller has access to a shared table which contains INFO data. The INFO packet is small and thus imposes very low overhead to the BEGGAR protocol. This data is used to calculate Fair share bandwidth and to then request or reduce the player’s bitrate request to the server.

A virtual network is setup on the same host machine creating a custom emulation framework. Our setup consists of client players, video servers, and a bottleneck link. The server resides on a Windows 10 machine. All experiments are performed on a Windows 10 client with an Intel(R) Core(TM)i7-5500U CPU 2.40GHz processor, 16.00 GB physical memory, and an Intel(R) HD Graphics processor. It serves video data to the client(s) who are on a Ubuntu operating system hosted on VMware. The virtual machine is allocated 12GB of physical memory. TAPAS is installed on Ubuntu 15.04 Linux. The TAPAS Adaptive Video Controller client makes different video segment bitrate level requests to the Apache server. TAPAS allow multiple instances of the player to be created enabling multi-client scenarios. This work involves the interaction between adaptive streaming algorithm at the controller and TAPAS player (cf. Figure 6). All traffic between clients and servers go through the bottleneck, which uses VMware settings which allow bandwidth limits to be set during the experiment. TAPAS support both the HTTP Live Streaming (HLS) and Dynamic Adaptive Streaming over HTTP (DASH) format. Algorithms that uses the BEGGAR protocol was tested and shown to work on both MPEG-DASH [39], and Apple HTTP Live Streaming (HLS) [35]. This makes it useful for video on demand (VOD) [30] and live streaming [24], for example, real-time video chats. However, the MPEG-DASH standard is used for testing in this research paper, because it makes the experiments more comparable to the ones in the research literature, for example, [8]. The ten-minute-long MPEG-DASH video sequence “Elephant’s Dream” is encoded at twenty different bitrates, between 46 Kbps to 4200Kbps and five different resolutions, between 320x240 to 1920x1080, is used to run the experiments (cf. Table II). The video is encoded at 24 frames per second (fps) using the AVC1 codec [15]. Fragment duration of 2s is used and is recorded in the mpd playlist accordingly. All the DASH files (.m4s fragments and .mpd playlists) are placed on the Apache server. We implemented three client-side algorithms in the TAPAS controller. The conventional approach is present by default and is used as a baseline in which to compare against other algorithms. TAPAS is lightweight in built, thus allowing the same receiving host to run a large number of separate video player instances at the same time at different command line interfaces. Thus, it allows the
multi-client scenarios which are essential to the work in this paper.

The experiment considers a bottleneck link [46] with two total video connections. The available bandwidth is set to \( b = 10 \text{Mbps} \). QoE metrics are described as follows:

i. The unfairness metric (for two players) is the average of the absolute bitrate difference between the corresponding chunks requested by each player (cf. Equation 5, where \( p_1 \) and \( p_2 \) are player 1 and player 2, respectively). The bitrate is the number of bits required to encode one second of playback.

\[
\text{Unfairness} = \text{Average} \left( \sum_{i=0}^{n-1} |r_{i,p_1} - r_{i,p_2}| \right)
\]

(5)

ii. The utilization metric is defined as the aggregate throughput during an experiment divided by the available bandwidth in that experiment (cf. Equation 6, where \( t_{Pi} \) is the throughput at time \( i \) and \( bw \) is the experimental available bandwidth).

\[
\text{Utilization} = \frac{\sum_{i=0}^{n-1} t_{Pi}}{bw}
\]

(6)

In the experiment (E2) the instability, inefficiency, and unfairness (different formulae used for the multi-player scenario) metrics, and re-buffering ratios is used to compare the performances of the considered algorithms.

i. Instability: The instability for player \( i \) at time \( t \) is given in Equation 7, where \( w(d) = k - d \) is a weight function that puts more weight on more recent samples. \( k \) is selected as 20 seconds.

\[
\text{Instability} = \frac{\sum_{d=0}^{k-1} |r_{i,t-d} - r_{i,t-d-1}| \cdot w(d)}{\sum_{d=0}^{k-1} r_{i,t-d} \cdot w(d)}
\]

(7)

ii. Inefficiency: The inefficiency at time \( t \) is given in Equation 8. Consider \( N \) players sharing a bottleneck link with bandwidth, \( w \), with each player \( x \), playing a bit rate, \( b_{x,t} \), at time \( t \). A value close to zero implies that the players in aggregate are using as high an average bitrate as possible to improve user experience.

\[
\text{Inefficiency} = \left| \frac{\sum_{x} b_{x,t} - w}{w} \right|
\]

(8)

iii. Unfairness: Let \( \text{JainFair}_t \) be the Jain fairness index (cf. Equation 10) calculated on the average received rates [8], \( r_i \), (cf. Equation 9) at time \( t \) over all players. The unfairness at time \( t \) is defined as \( \sqrt{1 - \text{JainFair}_t} \). A lower value implies a fairer allocation.

\[
r_i = \frac{\text{downloaded bytes}}{\text{time interval}}
\]

(9)

\[
JFI = \frac{(\sum_{i=1}^{n} r_i)^2}{n \sum_{i=1}^{n} r_i^2}
\]

(10)

iv. Re-buffering ratio: is the ratio of the time spent in re-buffering and the total playtime of the stream Equation 11.

\[
\text{Re-buffering ratio} = \frac{\text{total re-buffering time}}{\text{experiment duration}}
\]

(11)

We utilize quality, re-buffering and instability in our results which is presented in the upcoming section.

VI. RESULTS

We first present the level curves which represent the incoming bitrates of players, see Figures 1, 2, 3 and 4. We observe PANDA with the best level curves among the competing two players. FESTIVE does the second best with ELASTIC the third and the Conventional doing the worst. PANDA’s probe mechanism is able to detect bandwidth changes and the adapt mechanism helps the player to cope well with time-varying bandwidth environments.

This result is also shown on Figures 5, 6 and 7. PANDA is a heuristic which outperforms the other approaches in most cases.

Figure 1: PANDA LEVEL CURVE: BANDWIDTH VARIATIONS
Competition among adaptive video streaming players severely diminishes user-QoE. When players compete at a bottleneck link many do not obtain adequate resources. This imbalance eventually causes ill effects such as screen flickering and video stalling. There have been many attempts in recent years to overcome some of these problems. However, added to the competition at the bottleneck link there is also the possibility of varying network bandwidth which can make the situation even worse. This work focuses on such a situation. It evaluates current heuristic adaptive video players at a bottleneck link with time-varying bandwidth conditions. Experimental setup includes the TAPAS player and emulated network conditions. The results show PANDA outperforms FESTIVE, ELASTIC and the Conventional players.

VII. CONCLUSION

Figure 5: RE-BUFFERING RATIO: BANDWIDTH VARIATIONS - 1.2 MBPS, 2.4 MBPS AND 3.6 MBPS.

Figure 6: AVERAGE QUALITY: BANDWIDTH VARIATIONS - 1.2 MBPS, 2.4 MBPS AND 3.6 MBPS.
Figure 7: AVERAGE NUMBER OF SWITCH EVENTS: BANDWIDTH VARIATIONS - 1.2 MBPS, 2.4 MBPS AND 3.6 MBPS.
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